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Abstract: We present a new algorithm for carrying out large-curvature tunneling calculations

that account for extreme corner-cutting tunneling in hydrogen atom, proton, and hydride transfer

reactions. The algorithm is based on two-dimensional interpolation in a physically motived set

of variables that span the space of tunneling paths and tunneling energies. With this new

algorithm, we are able to carry out density functional theory direct dynamics calculations of the

rate constants, including multidimensional tunneling, for a set of hydrogen atom transfer reactions

involving 9-15 atoms and up to 7 nonhydrogenic atoms. The reactions considered involve the

abstraction of a hydrogen atom from hydrocarbons by a trifluoromethyl radical, and in particular,

we consider the reactions of CF3 with CH4, C2H6, and C3H8. We also calculate several kinetic

isotope effects. The electronic structure is treated by the MPWB1K/6-31+G(d,p) method, which

is validated by comparison to experimental results and to CBS-Q, MCG3, and G3SX(MP3)

calculations for CF3 + CH4. Harmonic vibrational frequencies along the reaction path are

calculated in curvilinear coordinates with scaled frequencies, and anharmonicity is included in

the lowest-frequency torsion.

1. Introduction
Direct dynamics is “the calculation of rates or other dynami-
cal observables directly from electronic structure information,
without the intermediacy of fitting the electronic energies
in the form of a potential energy function.”1 Although most
direct dynamics calculations are based on classical mechanics
for the nuclear motion,2-6 there has also been progress in
including quantized vibrations and tunneling.1,7-12

To make direct dynamics practical, one often uses
inexpensive electronic structure methods, as in dynamics
calculations based on semiempirical valence bond configu-
ration interaction,3 semiempirical molecular orbital

theory,1,2,8,9,12or tight-binding molecular dynamics.5 Using
an affordable electronic structure method allows one to
combine multidimensional tunneling calculations with varia-
tional transition-state theory (VTST/MT) for relatively large
systems. Therefore, one can calculate thermal rate constants
at a low computational cost without building an analytical
potential energy surface. For example, one can use semiem-
pirical molecular orbital theory with specific-reaction pa-
rameters (SRPs) fit to experimental or selected higher-level
calculations.1,9,12This approach, although very successful in
some cases, has the drawback that SRP surfaces do not form
a model chemistry13 and, hence, cannot be broadly validated.
Another approach to lowering the cost is to use automatic
and efficient fitting methods.14 The third approach, which is
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the one considered in the present article, is to improve the
dynamical algorithms.

For reliable calculations of rate constants in reactions
involving the transfer of a hydrogen atom, hydride ion, or
proton, it is essential to include corner-cutting tunneling7,9,15-19

in the calculation. The VTST/MT method is a well-
validated20,21method for calculating reaction rate constants,
including the contribution of corner-cutting tunneling, and
when reaction-path curvature is small, it is very efficient
because all required data can be obtained from a harmonic
expansion of the potential around one22,23or more12 minimum
energy paths (MEPs). However, especially for bimolecular
reactions involving the transfer of a light particle between
two heavy atoms (the so-called heavy-light-heavy systems),
additional information is required in the reaction swath
(tunneling swath), which is defined7,24 as the region on the
concave side of the MEP where corner-cutting tunneling
occurs. Large-curvature tunneling9,17,19 (LCT) is tunneling
that passes through the swath at a distance too far from the
MEP to be uniquely or realistically represented by the
aforementioned harmonic expansion. Proton, hydride, and
hydrogen transfer reactions, especially those with symmetric
or nearly symmetric barriers, often involve LCT in which
the corner cutting is due to the reaction coordinate being
strongly coupled to the hydrogen stretching vibration mode,
resulting in a highly curved MEP. In fact, the most probable
tunneling path is the best compromise between low-energy
but long tunneling paths, near the MEP, and paths that are
less favorable energetically but shorter, such as straight-line
paths. The optimum path is the one with the least imaginary
action.18 It has been shown20 that a good approximation to
the tunneling probabilities calculated from the least-action
path can be obtained by the microcanonical optimized
multidimensional tunneling (µOMT) approximation,9 in
which tunneling probability, at each tunneling energy, is the
maximum between the small-curvature tunneling (SCT)
probability8,25evaluated with information obtained along the
MEP and the LCT probability9,17,19,25,26 evaluated with
information from the reaction swath. One of the difficulties
in evaluating theµOMT transmission coefficients by direct
dynamics is the evaluation of the LCT probabilities, because,
at least with current algorithms, they are very demanding in
terms of the number of electronic structure calculations
required for evaluations of the potential. In the present paper,
we develop an approach based on a 2D-spline under tension
that reduces the computer time by about 2 orders of
magnitude without a loss of accuracy.

The gas-phase reactions in which the trifluoromethyl
radical (CF3) abstracts a hydrogen atom from hydrocarbons27-32

are good examples of heavy-light-heavy systems with
corner-cutting tunneling.9 In this manuscript, we study the
following reactions:

(A) CF3 radical with methane:

(B) CF3 radical with ethane:

(C) CF3 radical with propane:

We further subdivide R7 and R8 into R7p and R8p, in which
a primary H or D is abstracted, and R7s and R8s, in which
a secondary H or D is abstracted.

We first show that the new algorithm proposed to evaluate
the LCT probabilities allows the evaluation ofµOMT
transmission coefficients for this kind of system with a
reasonable computing time. Then we show that density
functional theory (DFT) methods can be used for direct
dynamics calculations of the thermal rate constants with
optimized multidimensional tunneling even for reactions as
complex as CF3 with propane, which is a difficult case
because it involves seven heavy (i.e., nonhydrogenic) atoms
(the cost of the electronic structure calculations increases
rapidly with the number of heavy atoms).

Section 2 presents the electronic structure calculations used
to select a level of theory for the direct dynamics calculations.
Section 3 presents the dynamical theory including the new
2D interpolation scheme. Section 4 gives details of the
calculations. Section 5 gives results, and Section 6 gives a
discussion.

2. Electronic Structure Calculations
The direct dynamics calculations in this paper are based on
DFT because it provides a good compromise of affordability
and accuracy. Several types of electronic structure calcula-
tions were performed for reaction R1 to find a reliable DFT
method for the set of reactions R1, R5, and R7; all the
methods employed are listed in Table 1. For bond energies,
the most accurate methods employed here are CBS-Q,33

Table 1. Vibrational-Frequency Scaling Factors and
Energies (in kcal/mol Relative to Reactants) of Products
and Saddle Point of Reaction R1

method S ∆E ∆H0 Vq ∆Va
‡

experiment -0.7a (-1.5)b

G3SX(MP3)//MC-QCISD/3 0.9930 -1.41 -2.42 14.80 12.49

CBS-Q 0.9184c -0.91 -2.27 14.34 12.23
MCG3/3//MC-QCISD/3 0.9930 -1.53 -2.54 14.69 12.38

MC3BB 0.9675d 0.84 -0.53 15.09 12.68
MC3MPW 0.9669d -0.26 -1.46 14.74 12.32
MC-QCISD 0.9930 -1.33 -2.34 16.63 14.42

consensuse -1.28 -2.41 14.72 12.41

MPWB1K/MG3S 0.9567f 0.84 -0.38 15.09 12.68

BB1K/MG3S 0.9590 1.00 -0.17 15.68 13.41

MPW1K/MG3S 0.9581 -0.01 -1.33 14.97 12.69

MPWB1K/DIDZ 0.9537 0.32 -0.85 14.39 12.06

BB1K/DIDZ 0.9561 0.51 -0.59 14.99 12.82

MPW1K/DIDZ 0.9515 -0.72 -1.83 14.42 12.23
a Liu et al.23 b 298 K.41 c HF/6-31G(d′).33 d Zhao et al.40 e Average

of three bold entries. f Zhao and Truhlar.39

CF3 + C2H6 f CF3H + C2H5 (R5)

CF3 + C2D6 f CF3D + C2D5 (R6)

CF3 + C3H8 f CF3H + C3H7 (R7)

CF3 + C3D8 f CF3D + C3D7 (R8)

CF3 + CH4 f CF3H + CH3 (R1)

CF3 + HCD3 f CF3H + CD3 (R2)

CF3 + HCD3 f CF3D + CD2H (R3)

CF3 + CD4 f CF3D + CD3 (R4)
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G3SX(MP3),34 MC-QCISD/3,35 and MCG3/3.35 In tests
against a data set of 109 atomization energies, these methods
had mean unsigned errors per bond of 0.30, 0.22, 0.37, and
0.22 kcal/mol, respectively, and in a test against 44 barrier
heights for H-atom transfer, they had mean unsigned errors
of 0.87, 0.94, 1.33, and 1.01 kcal/mol, respectively.36 In the
present article, we employed MCG3/3 and G3SX(MP3) with
geometrics and frequencies optimized at the MC-QCISD/3
level, whereas CBS-Q geometries were obtained as speci-
fied33 by the developers of that method. In calculating zero-
point energies in Table 1, all frequencies were scaled with
empirical factorsS, determined previously;33,37-40 these
factors are given in the table. (The use of the harmonic
expressions with scaled frequencies may be called the
quasiharmonic approximation.) For barrier heights, two more
recently developed methods, MC3BB40 and MC3MPW,40

have even smaller mean unsigned errors, in particular, 0.78
and 0.75 kcal/mol, respectively. Therefore, G3SX(MP3),
CBS-Q, and MCG3 are expected to be the most accurate of
the methods employed here for reaction energies, and CBS-
Q, MC3BB, and MC3MPW are expected to be the most
accurate for barrier heights. We, therefore, used these
methods to compute consensus best estimates for the
following quantities:∆E, classical energy of reaction;∆H0,
zero-point-inclusive energy of reaction;V‡, classical barrier
height; and ∆Va

G‡, zero-point-inclusive barrier height
evaluated at the saddle point. The last-named quantity is
given in the harmonic or quasiharmonic approximation for
bimolecular reactions by

where p is Planck’s constant divided by 2π, ωm(s) is a
generalized normal mode vibrational frequency in s-1 (that
is, radians per second), andωm(s ) 0) andωm(s ) -∞) are
the vibrational frequencies of modem at the saddle point
and the reactants, respectively. (For a unimolecular reaction,
one would need to subtract1/2pω3N-6(s ) 0) at the reactants,
but this is zero for a bimolecular reaction. Note that when
we quote numerical values ofωm(s), we always giveωm(s)/
(2πc) in cm-1, wherec is the speed of light.) The consensus
values of these four quantities are listed in Table 1, and they
may be more accurate than the available experimental41

values.
All of the levels discussed so far are more expensive than

the DFT levels (given in the next sentence) that we
considered for direct dynamics, and they only serve as
benchmark calculations. The three DFT methods given in
Table 1, namely, MPW1K,37 BB1K,38 and MPWB1K,42 have
previously been optimized for kinetics. In each, they have
been applied with two basis sets: an augmented polarized
triple-ú basis set, MG3S,43 and an augmented polarized
double-ú basis set, 6-31+G(d,p),44 also called DIDZ. Table
1 indicates that the MPW1K/MG3S, MPWB1K/DIDZ, and
MPW1K/DIDZ results are all reasonably accurate for this
reaction. Although MPW1K is slightly closer to the experi-
mental value (which is very approximate) and the high-level
calculations, we chose MPWB1K/6-31+G(d,p) for use in

the VTST dynamics calculations for all reactions studied here
because of MPWB1K’s better performance on broader test
sets, as shown in Tables 6 and 12 of ref 42. In any event,
the difference in the zero-point-inclusive barrier heights
evaluated at the saddle point for these two methods of
calculating the surface is only 0.17 kcal/mol. The values of
the four energetic parameters calculated at the MPWB1K/
DIDZ level are listed in Table 2 for reactions R1, R5, and
R7.

The geometries of the transition states of reactions R1,
R5, and R7 obtained at the MPWB1K/G-31+G(d,p) level
are displayed in Figure 1. The transition state for reaction
R1 is the only one of the three in which the hydrogen and
carbon atoms directly involved in the abstraction are col-
linear. From the energetic point of view, reactions R5 and
R7p are similar, and this is also reflected in the C-H
distances of the abstracted hydrogen, which are also similar.
Reaction R7s is the one with the lowest barrier and is the
most exothermic, and in keeping with Hammond’s postu-

Table 2. Energetic Parameters (in kcal/mol) for Reactions
R1, R5, and R7 Calculated at the MPWB1K/DIDZ Levela

R1 R5 R7s R7p1 R7p2

∆E 0.32 -4.12 -7.66 -3.88 -3.88
∆H0 -0.85 -5.43 -8.98 -5.08 -5.08

(-1.49)b (-5.73) (-7.74) (-5.35) (-5.35)
Vq 14.39 11.67 9.47 11.90 11.62

∆Va
G‡ 12.06 8.94 6.52 9.16 9.21

a In the case of reaction R7, different energetic parameters are
obtained for the abstraction of secondary, R7s, or primary, R7p1 and
R7p2, hydrogens and also for each of the two possible transition-
state conformers (R7p1 and R7p2) for the primary case (see Section
5.3 of text). b Numbers in parentheses are ∆H298 from experiment.41

Figure 1. Geometries of the transition states of the R1, R5,
and R7 reactions calculated at the MPWB1K/DIDZ level.
Distances are in Å, and angles are in degrees.

∆Va
G‡ ) V‡ +

1

2
p ∑

m)1

3N-7

[ωm(s ) 0) - ωm(s ) -∞)] (1)
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late,45 the transition state is closer to the reactants than it is
for the other transition states.

3. Dynamics Calculations
All dynamics calculations were performed by VTST/
MT.9,22,23This theory minimizes the error due to recrossing
trajectories by locating the transition-state dividing sur-
face46,47orthogonal to the MEP at a positionsalong the MEP
at which the flux through this surface is minimum, wheres
is the arc length along the MEP measured from the saddle
point. For assigning numerical values ofs, all coordinates
are scaled to a reduced mass of 1 amu. The set of dividing
surfaces over which the flux is minimized is known as the
set of generalized transition states22,23 (GTs). When the flux
is minimized for a canonical ensemble, we obtain canonical
variational theory (CVT), in which the thermal rate constant,
kCVT(T), at temperatureT is the minimum of the generalized
transition-state theory rate constant,kGT(T,s), as a function
of s, that is,

wherekB is the Boltzmann’s constant,h is Planck’s constant,
σ is the symmetry factor that accounts for the reaction path
multiplicity, s*

CVT is the value ofs at which the generalized
transition-state theory rate constant is a minimum,
VMEP(s*

CVT) is the value of the MEP potential ats*
CVT,

QGT(T,s*
CVT) is the internal quantum partition function at

s*
CVT, andΦR(T) is the product of the relative translational

partition function per unit volume and the internal quantum
mechanical partition functions of reactants. BothQGT and
QR are calculated without overall-rotational symmetry num-
bers, since symmetry is in theσ factor. The internal partition
functions are products of the electronic, rotational, and
vibrational partition functions, and their zero of energy is at
the minimum of the potential, not at the zero-point level.
The rotational partition function is approximated as classical,
and the vibrational one is a product of separable-mode
contributions:

where F ) 3N - 6 and N is the number of atoms. The
partition functions for all the vibrational degrees of freedom
except the lowest-frequency mode are quantal harmonic
oscillators. For the reactions studied here, the lowest-
frequency mode (labeled below asF - 1) corresponds to
the 3-fold internal rotation of the methyl, ethyl, or propyl
group with respect to the CF3 group and is treated as a
hindered rotor. Specifically, the following function is
used:

where ωF-1(s) is the frequency of the internal rotational

mode,QHO(T,s) is the harmonic oscillator partition function
of this mode, given by

andQFR(T,s) is the free rotor partition function given by

whereσF-1 is the symmetry number for internal rotation (3
for all reactions studied here) andI(s) the reduced moment
of inertia of the two counter rotating tops. We use the
method48 (called CW, where C denotes “curvilinear”) in
which I(s) is obtained from a curvilinear-coordinate descrip-
tion49 of the torsion andW, which is the barrier for internal
rotation, is obtained from electronic structure calculations
in which the other degrees of freedom are relaxed while the
internal rotation angle is scanned. The frequency,ωF-1(s) is
obtained from the equation

Because the barrier is very small for these reactions, the
partition function for modeF - 1 is close to the free-internal-
rotor limit.

Tunneling is incorporated into the rate constant by a
ground-state transmission coefficient,9,22,23κCVT/G(T), so the
final thermal rate constant is given by

Depending on the approximation used in the evaluation of
the ground-state tunneling probability,PG(E), different
transmission coefficients for tunneling are obtained. As
mentioned in the Introduction, a reliable method to evaluate
tunneling effects is the microcanonical optimized multi-
dimensional tunneling transmission factorκCVT/µOMT(T), for
which the probability is obtained as

whereE is the tunneling energy andPSCT(E) and PLCT(E)
are the transmission probabilities obtained by the centrifugal-
dominant small-curvature semiclassical adiabatic ground state
(also called SCT) approximation8,25 and the large curvature
approximation version 4 (LCG4, also called LCT) method,26

respectively. We will also briefly consider the zero-curvature
tunneling15,22(ZCT) approximation, which may be considered
to be an approximation of SCT in which tunneling occurs
along the MEP. An important quantity in all these tunneling
theories is the vibrationally adiabatic ground-state potential
curve given by

where ωm(s) are the generalized-normal-mode vibrational
frequencies22,23at the point that is a distancesalong the MEP.

kCVT(T) ) min
s

kGT(T,s) )

σ
kBT

h

QGT(T,s*
CVT)

ΦR(T)
exp[-VMEP(s*

CVT)/kBT] (2)

Qvib
GT(T,s) ) ∏

m)1

F-1

Qvib,m
GT (T,s) (3)

Vvib,F-1
GT (T,s) ) QF-1

HO (T,s) tanh[pωF-1(s)

kBT
QF-1

FR (T,s)] (4)

QF-1
HO (T,s) )

exp[-pωF-1(s)/2kBT]

1 - exp[-pωF-1(s)/kBT]
(5)

QF-1
FR (T,s) )

[2π I(s) kBT]1/2

pσF-1
(6)

ωF-1 ) [WF-1/2I(s)]1/2σF-1 (7)

kCVT/µOMT(T) ) κ
CVT/G(T) kCVT(T) (8)

PµOMT(E) ) max{PSCT(E)

PLCT(E)
(9)

Va
G(s) ) VMEP(s) +

1

2
p ∑

m)1

F-1

ωm(s) (10)
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The maximum value ofVa
G(s) is Va

AG(s), and the quantity
∆Va

G‡ discussed above isVa
G(s ) 0) minusVa

G(s ) -∞).
The LCT probabilities are evaluated along straight-line

paths connecting a classical turning point of the vibrationally
adiabatic ground-state potential curve on the reactant side
(s̃0 < 0) to a classical turning point of a vibrational potential
in the product side (s̃1 > 0). For ground-state-to-ground-
state tunneling, at a given tunneling energyEtun, both turning
points satisfy

These points correspond to geometriesx0 ) xMEP(s̃0) andx1

) xMEP(s̃1), wherex is a 3N-dimensional vector specifying
the geometry in mass-scaled Cartesian coordinates,23 also
called isoinertial coordinates, and the geometries in isoinertial
coordinates along the straight-line tunneling path are

whereê is a progress variable along the tunneling path. The
length of the tunneling path isêP ) |x1 - x0|. With these
definitions, a given tunneling path is specified bys̃0, and a
given point along the straight path is specified bys̃0 andê.
At a total energyE, there are contributions from all allowed
values ofEtun with Etun e E. A value ofEtun is not allowed
if it is below the zero-point level of either the reactants or
products.

In the LCT method, one uses a harmonic approximation
to build the effective potential along the straight-line path
from the information along the MEP at those points along
the tunneling path where (i) all the generalized normal mode
coordinates are within their vibrational turning points and
(ii) the geometryx(s̃0,ê) lies within the single-valued region
of the reaction-path coordinates. If one of the above
conditions is not obeyed, the straight-line path is considered
to be in the nonadiabatic region and extrapolation from the
MEP is not possible; instead, one evaluates a nonadiabatic
effective potential on the basis of the actual potential at a
given point of the path and on the contributions of vibra-
tionally adiabatic modes at the adiabatic-nonadiabatic
boundaries.25,26For a given tunneling path, the nonadiabatic
region corresponds to an intervalêI e ê e êIII , with êI and
êIII being the boundaries of the adiabatic regions on the
reactant and product sides, respectively. The two adiabatic
regions, one corresponding to the reactant valley and one to
the product valley, are delimited by the intervals 0< ê < êI

and êIII < ê < êP. The LCG4 transmission coefficients
involve an additional condition; that is, the extrapolated
vibrationally adiabatic potential obtained from the MEP
information should be larger than the calculated nonadiabatic
effective potential. The vibrationally adiabatic potential is
obtained from information on the MEP, but the evaluation
of the nonadiabatic effective potential involves single-point
calculations along each tunneling path. The large number
of single-point energies required (usually more than 1000)
make the evaluation of LCT transmission coefficients time-
consuming.

One way of reducing the computational cost is to calculate
single-point energies at selected points along the straight-
line path at each tunneling energy. The calculated points are
fitted to a one-dimensional spline under tension with a
subsequent reduction in computer time. This procedure50 is
called one-dimensional spline interpolated large-curvature
tunneling (ILCT1D), and it produces converged transmission
coefficients with a mean signed percentage error smaller than
4% with only nine calculated points at each tunneling energy.

Another possibility is not only to interpolate in the progress
variableê at each tunneling energyEtun but also to interpolate
in Etun. This two-dimensional interpolation method is pre-
sented in the rest of this paragraph and is based on a two-
dimensional spline under tension. We called it the ILCT(2D)
algorithm. The procedure is as follows: (i) AnM × N two-
dimensional grid is defined in terms of the tunneling energies
Ei (with i ) 1, ...,M) at which tunneling is to be evaluated
and the pointsêj (with j ) 1, ...,N) to be calculated at each
of the specified tunneling energies sinces̃0, x0, andx1 in eq
12 are functions ofEi. A general point on a straight-line path
has coordinates (Ei, êj) and is related to a unique geometry
given by eq 12 for each tunneling energyEi. (ii) The next
step is to calculate the potential for the generic point (Ei,
êj). If the point is in the adiabatic region, the energy is
calculated by a quadratic expansion from the information
along the MEP, and so no additional computer time is
needed; if the point is in the nonadiabatic region, the classical
potential has to be calculated explicitly. It should be noted
that a preliminary search is needed in order to know the
boundaries between the adiabatic and the nonadiabatic
regions. (iii) The initial grid with points (Ei, êj) is transformed
in a square grid with points (Eh i, êhj) by performing the
following scaling:

where Emin is the lowest tunneling energy at which the
particle can tunnel,Emax is the maximumVa

AG of the
vibrationally adiabatic potential curve, andêP,i is the length
of the tunneling path at the given tunneling energyEi. This
grid is fitted to a two-dimensional spline under tension. [See
Figure 2, where the point corresponding toEmax becomes a
line when the region from (0, 0) to (êhjmax, Eh imax) is mapped
onto a unit square.] (iv) The effective potentials in the swath
are then obtained from the fit.

In LCT tunneling calculations by the LCG4 algorithm (or
any of the earlier large-curvature algorithms), the tunneling
calculation is always carried out in the exoergic direction
(as determined for the ground-state-to-ground-state process
at 0 K), and transmission coefficients for the other direction
are obtained by detailed balance. Tunneling is initiated in
the ground state of the reactants (in the exoergic direction)
but into a series of ground and excited states of the product
(even for thermoneutral regions). The four steps of the
previous paragraph are repeated for each of the directly
coupled (diabatic) vibrationally excited final states. If only
the ground-state product is requested or if the final vibra-
tionally excited states to which the tunneling is directly
coupled are not open, the loop is carried out just once.

Va
G(s̃i) ) Etun i ) 0,1 (11)

x(s̃0,ê) ) x0 + ê
êP

(x1 - x0) (12)

Eh i )
Ei - Emin

Emax- Emin
andêhj )

êj

êP,i
(13)
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Having obtained theµOMT transmission probabilityPG

as a function ofE, the transmission coefficient is calculated
by

The energy at which the integrand of the integral in the
numerator of this integral has a maximum is called the
representative tunneling energy.

To check the accuracy of the ILCT(2D) algorithm, full
calculations of the LCT transmission coefficients were carried
out, first, for the C6H6 + CH3 f C6H5 + CH4 reaction using
the J1 potential energy surface of the H2 + CH3 f H +
CH4 reaction but with a fictitious mass of 77 amu (mass of
C6H5) for the donor atom. This reaction is used to show the
performance of the ILCT(2D) algorithm when tunneling
effects are larger. Results for this reaction are given in Table
3, which shows that excellent performance is obtained when
a grid of 99 points is used (11 points along the straight-line
tunneling path for tunneling paths corresponding to nine
different tunneling energies, withêhj andEh i given by eq 13).
Similar tests were carried out for reaction R2, and again, 99
points suffice, as shown in Table 4.

The ILCT(2D) algorithm is implemented in the program
POLYRATE 9.3.1.51 All dynamics calculations were carried
out with the program GAUSSRATE 9.1,52 which was used
to provide an interface between GAUSSIAN0353 and
POLYRATE 9.3.1.

4. Dynamics Details
All available experimental measurements of the thermal rate
constants of the hydrogen abstraction reactions R1-R8 are
relative to the high-pressure limit of the radical recombination
rate constant for the reaction 2CF3 f C2F6. To do a direct
comparison of our calculated rate constants with those of
the experiment, it is necessary to know this rate constant,
calledkr,∞. Here, we use the value inferred previously,9 in
particular,kr,∞ ) 3.9 × 10-11 (cm3 molecule-1) exp[-1.36
(kcal/mol)/RT].

All dynamics calculations were carried out at the MPWB1K/
DIDZ level. To carry out the VTST/MT calculations using
µOMT transmission coefficients for tunneling, information
about the potential is needed along the MEP and in the
reaction swath. The MEP was followed using the Page-
McIver algorithm54 with a step size of 0.01 a0 and a scaling
massµ ) 1 amu; Hessian calculations were saved every nine
steps. The dividing surface was defined in terms of redundant
internal coordinates.55 All frequencies were scaled by a
factor38 of 0.9537. The reaction swath was covered by 80
straight-line paths starting and ending at the classical turning
points that obey eq 11. The evaluation of the LCT tunneling
probabilities for each path (or tunneling energy) required 180
single-point energy calculations to characterize the potential.
Since the integral over total energy56 was carried out by 80-
point quadrature, this procedure requires 14 400 single-point
calculations for the evaluation of ground-state LCT tunneling
probabilities. In addition, for any final vibrational excited-
state included, a new set of 14 400 points is needed. As
explained above, each set of 14 400 points was obtained by
interpolation from a 99-point grid.

The grid for the 2D spline-under-tension calculation on
R2 is plotted in Figure 2. For both the full-LCT and the
ILCT(2D) methods, single-point calculations are needed only
at the boundaries and at points of the grid inside those
boundaries. The amount of time that is saved using
ILCT(2D) with respect to full-LCT for reactions R2, R5,
and R7 is indicated in Table 5. A full-LCT calculation
involves 30 times more computer time than the ILCT(2D)
calculation but gives similar results. Hereafter, for all
reactions, the LCT transmission coefficients were obtained
with the ILCT(2D) algorithm.

Figure 2. Unit-square potential energy surface evaluated by
the ILCT(2D) algorithm using a 9 × 11 grid. The lowest
tunneling energy included is 31.11 kcal/mol, and the largest
tunneling energy included is 41.73 kcal/mol, which is the
maximum of the vibrationally adiabatic ground-state potential
curve.

Table 3. Comparison between the Full LCG4 Calculation
and Several ILCT(2D) Calculations with m × n Grids of the
LCG4 Transmission Coefficients for Reaction C6H6 + CH3

f C6H5 + CH4 Using the J1 Potential Energy Surface

T/m × n full 9 × 11 7 × 9 5 × 9 3 × 5

200 92.1 92.1 88.9 99.3 71.7
250 26.1 26.1 26.1 24.6 21.5
300 12.2 12.2 12.3 10.9 10.3
400 5.07 5.06 5.17 4.50 4.47
500 3.13 3.13 3.20 2.82 2.84
600 2.33 2.33 2.37 2.13 2.16
pointsa 4834 221 205 192 174

a This row lists the number of points in the nonadiabatic region
that need to be evaluated to obtain the transmission coefficients.

κ
CVT/Q )

∫Va
G(s)-∞)

∞
e-E/kBT PG(E) dE

kBT exp[-Va
G
(s*

CVT)/kBT]
(14)

Table 4. LCT Transmission Coefficients for the R2
Reaction Obtained by Using a Grid of 80 × 180 Points
(Full-LCT) and the ILCT(2D) Algorithm with a 9 × 11 Grid

T (K) full LCT ILCT(2D)

200 75.6 75.9
300 6.82 6.83
400 2.98 2.98
500 2.02 2.02
600 1.63 1.63
700 1.44 1.44
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5. Calculations, Results, and Discussion
Internal Rotation. The transition state obtained by MPWB1K/
DIDZ for reactions R1-R4 haveC3 symmetry, and the
fluorine atoms of the CF3 group and the H atoms of the CH3

group are in a nearly trans conformation with a FCCH
dihedral angle of 178.0 degrees (see Figure 1). The internal
rotation of CH3 with respect to the CF3 group is almost free
and has a rotational barrier of only 10.4 cm-1. The frequency
of internal rotation was calculated from eq 7. The reduced
moment of inertia is calculated using the CW model.48 All
frequencies for internal rotation for reactions R5-R8 were
also calculated by this procedure, and the results are shown
in Table 6.

The hindered rotor partition functions for CF3 + CH4 are
10% less than the free rotor value at 300 K and 5% less
than the free rotor value at 700 K. For propane, these
percentages range from 8 to 21% at 300 K and 3-10% at
700 K, depending on the conformation.

5.1. CF3 + Methane. Dynamics.The MEPs for reactions
R1-R4 were calculated in the intervals ) -6.5 to 3.5 a0.
The vibrationally adiabatic ground-state potential energy
curves for reactions R1-R4 are plotted in Figure 3. None
of the four reactions has a variational effect (i.e., the
variational transition state passes through the saddle point),
and therefore, the CVT rate constants for these four reactions
are equal to those obtained by conventional transition-state
theory (TST); that is, eq 8 reduces to

To obtainkTST(T), only information at the stationary points
(reactants and transition state) is needed. However, the
evaluation of the transmission coefficient requires informa-
tion along the MEP and in the swath.

The symmetry number of the reaction, which was already
introduced in eq 2, is given by the product of the symmetry
number of reactants divided by the symmetry number of the
transition state. Sinceσ(CF3) ) 3, σ(CH4) ) 12, σ(CD3H)
) 3, σ(TS of R1, R2, and R4)) 3, andσ(TS of R3)) 1,
the symmetry numbers for reactions R1, R2, R3, and R4
are 12, 3, 9, and 12, respectively.

If the internal rotation were treated as a harmonic vibration,
the absolute rate constants for R1 would be 2.66 and 3.94
times larger, at temperatures of 300 and 700 K, respectively,
than those obtained if eq 4 is used. This shows, in agreement
with ref 9, that anharmonicity is significant.

It would be expected that tunneling is more important for
reactions R1 and R2 than for reactions R3 and R4, because
a hydrogen atom is transferred for the first two reactions
whereas, for the latter, the transferred atom is a deuterium,
which is heavier. The vibrationally adiabatic ground-state
potential energy curves for these four reactions are plotted
in Figure 3. A parameter that is sometimes used to indicate
the importance of tunneling is the imaginary frequency at
the saddle point; a larger imaginary frequency indicates a
narrower barrier along the MEP or a lighter tunneling mass.
The imaginary frequency is larger for reactions R1 and R2,
with values of 1697i cm-1 and 1685i cm-1, respectively, than
for reactions R3 and R4, which have values of 1247i cm-1

and 1243i cm-1, respectively. A more quantitative assessment
of tunneling requires multidimensional methods that incor-
porate the coupling between the reaction coordinate and the
3N - 7 orthogonal normal modes, that is, coupling to modes
transverse to (perpendicular to) the reaction coordinate.
Tunneling was evaluated by both the SCT and LCT ap-
proximations to obtain theµOMT transmission coefficients,
and calculations with the ZCT approximation were carried
out for comparison. The ZCT, SCT, LCT, andµOMT
multidimensional transmission coefficients are listed in Table
7. The ZCT, SCT, and LCT approximations all include
multidimensional effects, but to different extents. The ZCT

Table 5. Number of Single-Point Calculations and
Computer Time Required for the Evaluation of the LCT
Transmission Coefficients by Full Calculation (First Two
Numerical Rows) and by the ILCT(2D) Procedure (Third
and Fourth Numerical Rows) for Reactions R2, R5, and R7

R2 R5 R7

full-LCT
number of points 3370 1827 920
computer timea (s) 566 160 678 163 444 960
ILCT(2D)
number of points 113 70 69
computer timea (s) 18 984 25 830 33 672
a Calculations carried out on a 3 GHz Pentium 4 PC.

Table 6. Barrier WF-1 and Frequency (Obtained from eq
8) ωF-1, Both in cm-1, for the Internal Rotation around the
C-C Axis at the Transition State for Reactions R1-R8

WF-1 ωF-1 WF-1 ωF-1

R1 10.4 22.2 R7s 38.1 12.4
R2 10.4 16.0 R7p1 16.5 10.8
R3 10.4 17.5 R7p2 54.2 14.3
R4 10.4 16.0 R8s 38.1 11.4
R5 23.8 14.0 R8p1 16.5 9.4
R6 23.8 12.2 R8p2 54.2 13.3

kTST/µOMT(T) ) kTST/G(T) kTST(T) (15)

Figure 3. Vibrational adiabatic potential for reactions R1-
R4.
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approximation includes coupling of the reaction coordinate
to orthogonal degrees of freedom in that it includes thes
variation of the generalized normal-mode frequencies
ωm(s), but it does not include corner cutting. The SCT
approximation includes thes variation of ωm(s) plus the
small-curvature limit of corner cutting. Note that thes
variation of ωm(s) results from coupling in the potential
energy, and corner cutting results from coupling in the kinetic
energy. The LCT approximation also includes both of these
couplings, and furthermore, it allows for extreme corner
cutting.

For reactions R1 and R2, theµOMT transmission coef-
ficients are larger than the SCT transmission coefficients at
low temperatures, and this results from extreme corner-
cutting contributions at low tunneling energies. For reactions
R3 and R4, the SCT andµOMT transmission coefficients
are similar, indicating a tunneling path closer to the MEP. It
is clear from these results that although the LCT paths may
be unimportant for deuterium transfer and for hydrogen
transfer at high temperatures (for the reactions under discus-
sion here), they play an important role for hydrogen transfer
at low temperatures. The consequence is that, for systems
of this type, a tunneling evaluation based exclusively on the
SCT transmission coefficients may underestimate the thermal
rate for hydrogen transfer and, therefore, may lead to a wrong
kinetic isotope effect (KIE). Neglecting corner cutting
completely, as in the ZCT approximation, leads to even larger
errors, with the largest error being more than a factor of 3
at 300 K and an order of magnitude at 200 K.

Another important aspect to consider is the contribution
to the rate constants due to tunneling directly into final

excited vibrational states, which is allowed only in the LCT
approximation. However, in these cases, such contributions
due to excited vibrational states are negligible.

The thermal rate constants for reactions R1-R4 are plotted
in Figures 4-7 and are given in tables in the Supporting
Information. The calculated TST/µOMT thermal rate con-
stants are in good agreement with the experimental values
for reactions R1, R2, and R4, but the calculated values for
reaction R3 are much too high.

To understand the KIEs better, we factored them as
follows. We denote the calculated KIE asη, and we first
factor this, on the basis of eq 14, into tunneling and
overbarrier contributions:

One should note here, in justifying the subscript “tun”, that
the transmission coefficients include both tunneling and

Table 7. Tunneling Transmission Coefficients for
Reactions R1-R4 Obtained by Multidimensional Tunneling
Approximations

reaction T(K) ZCT SCT LCT µOMT

R1 200 13.8 101 319 329
300 3.57 9.18 9.60 11.0
400 2.12 3.69 3.42 3.92
500 1.64 2.37 2.18 2.43
600 1.42 1.84 1.71 1.87
700 1.30 1.57 1.49 1.59

R2 200 10.5 62.7 75.6 84.0
300 3.14 7.40 6.83 7.90
400 1.97 3.27 2.98 3.36
500 1.56 2.18 2.02 2.22
600 1.37 1.74 1.63 1.76
700 1.26 1.51 1.44 1.52

R3 200 13.8 72.3 61.9 85.4
300 3.31 6.52 4.60 6.68
400 1.97 2.85 2.22 2.86
500 1.55 1.95 1.64 1.95
600 1.36 1.59 1.41 1.59
700 1.25 1.40 1.28 1.40

R4 200 13.1 65.3 58.0 79.4
300 3.23 6.29 4.49 6.47
400 1.95 2.80 2.20 2.82
500 1.54 1.93 1.63 1.93
600 1.35 1.58 1.40 1.58
700 1.25 1.40 1.28 1.40

Figure 4. Arrhenius plot for reaction R1.

Figure 5. Arrhenius plot for reaction R2.

η ) ηtunηTST (16)
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nonclassical reflections,23,56and so technically, they include
both these quantum effects on the reaction-coordinate motion,
but we usually simply discuss the net effect and call it
tunneling, which is usually the dominant of the two effects.
The result obtained with classical reaction-coordinate motion
and quantized vibrations is also called the quasiclassical (QC)
contribution; for the four reactions R1-R4, this isηTST. We
factor this into translational, rotational, and vibrational
contributions:

Note thatηtransandηrot are independent of temperature. Table
8 shows the factors forη ) kR1/kR4 and for η ) kR2/kR3.
(Results at more temperatures are in the Supporting Informa-
tion.) Theory predicts KIEs a little smaller than the experi-
mental values. It is not clear if this presents a challenge for
theory or if it indicates inaccuracies in the experiment.

There are some important differences between the present
results and those in the previous9 CF3 paper. The first
difference is that no variational effects are observed in the
present work, and the second is that the contribution due to
tunneling is much smaller. Figure 8 shows a comparison
between the present and previous calculations of the vibra-
tionally adiabatic ground-state potential curve. The MPWB1K
and MPW1K levels of calculation lead to imaginary frequen-
cies of 1697i and 1694i cm-1, respectively, whereas the
previous AM1-SRP2 calculations led to an imaginary
frequency of 2113i cm-1, indicating that the effective
potential along the MEP is thinner. An additional factor
contributing to the narrower vibrationally adiabatic ground-
state potential curve in the previous calculation is that it was
obtained in Cartesian coordinates, which usually yields an
artificially narrow effective potential as compared to that
obtained in the more physically redundant internal coordi-
nates. The present effective potential would be expected to
be more realistic not only because of the more physical
coordinate system but also because density functionals with
one parameter optimized for kinetics are generally more
reliable than AM1 for hydrogen atom transfer reactions.42,57

Figure 6. Arrhenius plot for reaction R3.

Figure 7. Arrhenius plot for reaction R4.

Table 8. Factors in the KIEs

T (K) ηtun ηvib ηQC η ηexp

R1/R4a

300 1.71 1.82 5.77 9.83 n.a.b

400 1.39 1.22 3.89 5.40 6.2c

500 1.26 0.96 3.02 3.80 6.0c

700 1.14 0.71 2.25 2.56 n.a

R2/R3d

300 1.18 4.22 4.39 5.18 n.a.
400 1.17 3.06 3.18 3.72 8.5e

500 1.11 2.5 2.61 2.98 5.0e

700 1.09 1.98 2.06 2.25 n.a
a ηtrans ) 1.31; ηrot ) 2.42. b n.a. denotes not available. c Interpo-

lated from ref 31. d ηtrans ) 1.00; ηrot ) 1.04. e Interpolated from ref
29.

Figure 8. Comparison of vibrationally adiabatic ground-state
potential curves obtained in this work and that of Liu et al.23

ηQC ) ηTST ) ηtransηrotηvib (17)
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Nevertheless, one cannot discount the possibility that the
MPWB1K/DIDZ method overestimates the width of the
barrier (and that such an overestimate adversely affects the
agreement with experimental results). The surface properties
are further compared in Table 9. Figure 9 compares the
effective potentials in the swath. Note that for both cases
shown in the figure, the lowest energy shown is the lowest
energy actually used in the calculations, and the tunneling
probability is negligible at this energy. In the MPWB1K case,
Va

AG is 41.73 kcal/mol, and the lowest energy considered is
10.62 kcal/mol below this. In the AM1-SRP2 case,Va

AG is
42.65 kcal/mol, and the lowest tunneling energy considered
is 10.54 kcal/mol below this. Tables 10 and 11 compare the
representative tunneling energies and transmission coef-
ficients for the two sets of calculations; tunneling is
significant down to lower energies in the previous study.

The consequences of these differences are shown in Table
12; the present calculations predict much smaller KIEs.

The differences of the transmission coefficients from the
two calculations that are compared in Table 12 are not due
entirely to the differences in the potential energy surfaces.
Another source of difference is that ref 9 used the LCG3
approximation for the LCT transmission probabilities, whereas
the present article used the LCG4 approximation. Repeating
the AM1-SRP2 calculations with LCG4 lowers the LCT
transmission coefficients for R2 to 11.7 and 2.4 at 367.8 and
626.8 K. The results with LCG4 are closer to the present
results for R2, but there is less difference between LCG3
and LCG4 for R3. We conclude that both the potential energy
surface and the tunneling approximation contribute to the
differences of ref 9 from the present work.

5.2. CF3 + Ethane. As in the case of reactions R1-R4,
reactions R5 and R6 do not show variational effects, and
the final variational transition-state theory rate constant is
given by eq 15. The symmetry numbers areσ(CF3) ) 3,
σ(C2H6) ) 6, σ(C2D6) ) 6, andσ(TS of R5 and R6)) 1.

Figure 9. Plot of the effective potential for ground-state tunneling along the MEP and in the reaction “swath” in mass-scaled
pseudo-Jacobian coordinates for reaction R2. The effective potential equals the vibrationally adiabatic ground-state potential in
the adiabatic region. The left-side contours were obtained in the present work at the MPWB1K/6-31+G(d,p) level, and the
lowest tunneling energy included is 31.11 kcal/mol. The right-side contours are those obtained using the AM1-SRP2 method
described by Liu et al.,23 and the lowest tunneling energy included is 32.11 kcal/mol. In both cases, the location of the TS is
marked with a black square.

Table 9. Imaginary Frequency, ωq (in cm-1), and
Energetic Parameters (in kcal/mol) for Reaction R2
Calculated at the AM1-SRP2 and MPWB1K/DIDZ Levels

AM1-SRP2 MPWB1K

Vq 14.63 14.39
∆E -0.74 0.32

∆Va
G‡ 12.40 12.06

∆H0 -1.19 -0.85
ωq 2113i 1697i

Table 10. Transmission Coefficients for Reactions R2 and
R3

Liu et al.a this workb

reaction T (K) SCT LCT µOMT SCT LCT µOMT

R2 367.8 8.0 17.0 18.0 3.98 3.62 4.13
626.8 2.2 2.6 2.7 1.66 1.57 1.68

R3 367.8 4.0 6.7 7.8 3.46 2.61 3.49
626.8 1.8 1.7 1.8 1.53 1.36 1.53

a AM1-SRP2.9 b MPWB1K/DIDZ.

Table 11. Representative Tunneling Energies (in kcal/
mol) for Reaction R2

Liu et al.a this work

reaction T (K) SCT LCT µOMT SCT LCT µOMT

R2 367.8 40.1 38.7 38.7 40.5 40.8 40.8
626.8 41.5 40.2 41.5 40.8 40.8 40.8

a Ref 9.

Table 12. KIEs and Their Factors for Reactions R2 and
R3

Liu et al.9 this work

T (K) ηtun ηQC η ηtun ηQC η

367.8 2.3 4.0 9.1 1.18 3.48 4.11
626.8 1.5 2.0 3.0 1.10 2.22 2.44
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The lowest-frequency mode, as in the previous case, is treated
by the CW approximation, which decreases the rate constant,
as compared to a harmonic calculation, by a factor of 1.9 at
T ) 300 K and a factor of 2.7 atT ) 700 K. The imaginary
frequencies for reactions R5 and R6 are 1618i cm-1 and
1190i cm-1, respectively. The classical barrier height for this
reaction is lower than that for the reaction of CF3 with
methane (see Table 2), and the fractional contribution due
to tunneling is smaller, although the reaction still proceeds
mainly by tunneling. In particular, the SCT and LCT4
transmission coefficients for reaction R5 at 300 K are 3.17
and 2.18, respectively. TheµOMT transmission coefficient
at this temperature is 3.20, indicating that tunneling is well-
represented by the SCT approximation in the range of
temperatures studied. Table 13 shows that the tunneling is
mainly of the small-curvature type at 400-700 K as well.

Figure 10 shows that the vibrationally adiabatic potential
has two similar maxima, one ats ) -0.40 and one ats )
0 a0. This indicates that the reaction has two bottlenecks and
that both of them should be taken into account in the
evaluation of the thermal rate constants. The canonical
unified statistical theory23,58 transmission coefficientΓCUS

incorporates this second bottleneck and is given by

where

with Qvr
GT(T,s*

CVT) being evaluated at the absolute maximum
of the free energy (which in this case coincides withs ) 0,
because there is no variational effect);qvr

max (T) is evaluated
at the second highest maximum in the free energy, and
qvr

min (T) is evaluated at the lowest minimum between the
two maxima. The resultingkCUS/µOMT rate constant is given
by

For instance, atT ) 300 K, the highest maximum in the
free energy is located ats ) 0, where the generalized free
energy of activation22,23 is 45.14 kcal/mol, and the second
largest maximum is ats ) -0.37 a0 where it is 44.77 kcal/
mol, whereas the minimum is located ats) -0.25 a0, where
the generalized free energy of activation is 44.50 kcal/mol.
From these data, one obtainsRCUS(T ) 300 K) ) 0.83. The
value ofRCUS becomes unity at temperatures above 510 K.
Reaction R6 has only one bottleneck, which is ats ) 0, and
therefore, in this case,

The rate constants are plotted in Figure 11 and tabulated in
the Supporting Information.

The TST KIEs,η, were factored using eqs 16 and 17. More
generally,

The productηtransηrot
TSTηvib

TST equalsηTST, which is the KIE

Figure 10. Vibrational adiabatic potential for reactions R5
and R6.

Table 13. SCT, LCT, and µOMT Transmission Factors, κ,
for the H and D Abstraction by CF3 of H(D) Atoms of
Ethane

R5 R6

T (K) κSCT κLCT κµOMT κSCT κLCT κµOMT

300 3.18 2.19 3.20 3.24 2.34 3.27
400 1.91 1.47 1.91 1.95 1.57 1.95
500 1.51 1.26 1.51 1.54 1.33 1.54
600 1.33 1.17 1.33 1.35 1.21 1.35
700 1.23 1.12 1.23 1.25 1.15 1.25

Figure 11. Arrhenius plot for reaction R5. The gray area
indicates the standard deviation reported by Arican and
Arthur.32

qvr
CVT(T) ) Qvr

GT(T,s*
CVT) exp[-âVMEP(s)] (19)

kCUS/µOMT(T) ) ΓCUS(T) kCVT/µOMT (20)

kCUS/µOMT(T) ) kCVT/µOMT(T) ) kTST/µOMT(T) (21)

η ) ηtransηrot
TSTηvib

TSTηvarη
CUSηtun (22)

ΓCUS(T) ) [1 + qvr
CVT(T)/qvr

max(t) - qvr
CVT(T)/qvr

min(T)]-1 (18)

Algorithm for Efficient Direct Dynamics Calculations J. Chem. Theory Comput., Vol. 1, No. 6, 20051073



predicted by conventional TST. The KIE due to variational
effects,ηvar, is calculated as

(Note that ηrot
TST and ηvib

TST are not the full rotational and
vibrational effects; those would be obtained by also factoring
ηvar into contributions from vibrational and rotational modes.)
The KIE due to the recrossing included in CUS theory is

The TST, variational, and CUS contributions may be
combined into a quasiclassical contribution such that

and

where the contribution due to quantum effects is included
as the ratio between theµOMT transmission coefficients

These factors are given in Table 14, which shows that the
temperature dependence of the KIE is dominated by the
vibrations and that tunneling nearly cancels out in the KIE
for R5 versus R6. (Results for more temperatures are in the
Supporting Information.)

5.3. CF3 + Propane.For reactions R7 and R8, there are
two types of hydrogen/deuterium atoms that can be ab-
stracted: primary (from the terminal methyl groups) and
secondary (from the central carbon atom). Thus, we make a
distinction between the reactions

and

The transition states for the abstraction of a primary and
secondary hydrogen atom are shown in Figure 1.

Propane hasC2V symmetry; therefore,σ(C3H8) ) 2.
Furthermore,σ(CF3) ) 3, andσ(TS of R7s)) 1; therefore,
the symmetry number for the abstraction of a secondary
hydrogen, Hs, is 6.

In the case of abstraction of a hydrogen of the two terminal
methyl groups, there are two possibilities: (a) the abstraction
of one of the two hydrogen atoms having a dihedral angle
φHCCC ) 180° (we label these hydrogen atoms as Hp1 and
the abstraction reaction as R7p1) and (b) the abstraction of
one of the four atoms having dihedral angles ofφHCCC )
60° (two of them) andφHCCC ) -60°(the other two), and
we label these hydrogen atoms as Hp2 and the abstraction
reactions as R7p2. The TS for the hydrogen abstraction of
Hp1 has no symmetry, and therefore, the symmetry number
for this reaction is 6. The rotation around the terminal methyl
group (see Figure 12) starting from this transition-state
structure indicates that there are another two transition states
at φCCCC ) 62°and -62°, respectively, which cannot be
superimposed and which are separated by a barrier of 2.51
kcal/mol. These two transition states correspond to the Hp2

hydrogen abstractions. Therefore, the symmetry number for
the abstraction of the Hp2 hydrogen abstractions isσ(CF3)
× σ(C3H8) × mq(TSp) ) 12, with mq(TSp) ) 2 because of
the two isoenergetic optically active transition states. The
imaginary frequencies at the transition states are 1484i, 1630i,
and 1619i cm-1 for R7s, R7p1, and R7p2, respectively, and
1099i, 1198i, and 1190i cm-1 for R8s, R8p1, and R8p2,
respectively. The total rate constant for the abstraction of a
hydrogen atom from propane by CF3 can be obtained as the
sum of all these contributions, that is,

The vibrationally adiabatic ground-state potential curves
are plotted in Figure 13. As indicated in Table 2, the
abstraction of a secondary hydrogen has a barrier height
about 2.5 kcal/mol lower than the abstraction of a primary
hydrogen. Thus, the secondary hydrogen abstraction con-
tributes substantially more than the primary one, although
the latter contribution increases with temperature. As to the
relative contribution of Hp1 and Hp2 to the primary hydrogen
abstraction thermal rate, the abstraction of Hp1 is more

Table 14. Factorization of the KIE k(R5)/k(R6)

T (K) ηvib
TST ηTST ηCUS ηQC ηtun η

300 2.79 5.75 0.83 4.76 0.98 4.67
400 1.84 3.82 0.88 3.35 0.98 3.29
500 1.43 2.97 0.91 2.70 0.98 2.65
700 1.07 2.22 1.00 2.22 0.99 2.18

Figure 12. Potential for internal rotation at the TS for reaction
R7p.

kR7(T) ) kR7s(T) + kR7p1(T) + kR7p2(T)

ηvar )
kH

CVT(T) kD
TST(T)

kD
CVT(T) kH

TST(T)
(23)

ηCUS )
ΓH

CUS(T)

ΓD
CUS(T)

(24)

ηQC ) ηTSTηvarη
CUS (25)

η ) ηtunη
QC (26)

ηtun )
κH

µOMT(T)

κD
µOMT(T)

(27)

CF3 + H3C-CH2-CH3 f CF3H + H3C-CH2-CH2

(R7p)

CF3 + H3C-CH2-CH3 f CF3H + H3C-CH-CH3 (R7s)
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favorable even when the barrier height and the vibrational
adiabatic potential are very similar for the two cases.

The vibrationally adiabatic potentials of reactions R7s,
R8s, R7p1, R8p1, R7p2, and R8p2 present two maxima with
similar energies, and so CUS calculations are carried out.
Some of these reactions also have variational effects. For
instance, variational effects are important in reactions R7s
and R7p2.

The transmission coefficients are listed in Table 15. The
rate constants for reaction R7 are plotted in Figure 14 and
tabulated in Table 15 and the Supporting Information.
Although the series of reactions studied here was chosen (on
the basis of our previous results with an AM1 potential
energy surface) to illustrate the new method for efficient
calculation of LCT contributions, with the implicit surface
of the new direct dynamics calculations, the tunneling
contributions to the rate constants are relatively small and
well accounted for the SCT approximation. Nevertheless, it
is important to have an efficient algorithm for LCT because
one does not know a priori which kind of tunneling
approximation will be more appropriate, and therefore, it is
advisable, when possible and in the absence of experience
on similar systems, to carry out both SCT and LCT
calculations and to use theµOMT approximation.

Arican et al.30 also reported the ratio between the abstrac-
tion of a secondary and a primary hydrogen. They obtain a
ratio kR7s/kR7p of 4.52 and 2.69 atT ) 400 and 500 K,
respectively. The values obtained by CUS/µOMT theory at

the same two temperatures are 8.70 and 5.30, respectively.
Figure 15 shows that the CUS/µOMT values overestimate
the importance of the abstraction of a secondary hydrogen
versus the primary hydrogens as compared to the experi-
ment.

Table 15. µOMT Transmission Coefficients and CUS/µOMT Thermal Rate Constants (in s-1) for H and D Abstraction from
the Primary (p1 and p2) and Secondary (s) H(D) Atoms of Propane by CF3.

T (K) κH,p1 kH,p1 κH,p2 kH,p2 κH,s kH,s κD,p1 kD,p1 κD,p2 kD,p2 κD,s kD,s

300 2.73 6.25(-20) 2.95 3.59(-20) 2.89 1.82(-18) 3.12 1.69(-20) 3.01 1.04(-20) 1.81 3.83(-19)
400 1.75 3.39(-18) 1.83 1.84(-18) 1.87 4.55(-17) 1.92 1.23(-18) 1.87 7.18(-19) 1.40 1.44(-17)
500 1.43 4.63(-17) 1.47 2.42(-17) 1.51 3.74(-16) 1.52 2.02(-17) 1.50 1.13(-17) 1.24 1.53(-16)
600 1.28 3.02(-16) 1.31 1.53(-16) 1.34 1.70(-15) 1.34 1.50(-16) 1.33 8.16(-17) 1.16 8.25(-16)
700 1.20 1.26(-15) 1.22 6.24(-16) 1.24 5.40(-15) 1.24 6.87(-16) 1.23 3.64(-16) 1.12 3.31(-15)

Figure 13. Vibrationally adiabatic potential for reactions R7
and R8.

Figure 14. Arrhenius plot for reaction R7. The gray area
indicates the standard deviation reported by Arican et al.30

Figure 15. Ratio between the secondary and primary rate
constants. The gray area indicates the standard deviation
reported by Arican et al.30
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The KIEs for propane are dominated by the abstraction
of secondary hydrogens. The factorization for the secondary
abstraction is given in Table 16, which shows that quasi-
classical vibrational effects are more important than tunneling
and that variational effects lower the KIE by about a factor
of 2.

5.4. Arrhenius Parameters.The experimentalists fit their
results to an Arrhenius form

and for comparison, we made the same kind of fits to the
theoretical data. Table 17 shows good agreement in the
magnitudes of the Arrhenius parameters for reactions R1-
R4; furthermore, theory and experiment agree that the
activation energyEa is considerably smaller for R5 and R7
than for R1-R4, but the preexponential factorA is almost
the same. The lowering of the activation energy follows
directly from the lower barrier heights in Table 2. It will be
interesting to confirm whether MPWB1K gets the substituent
effects wrong or whether the discrepancy is due to experi-
mental error.

6. Concluding Remarks
Heavy-light-heavy bimolecular reactions are perhaps the
most difficult class of reactions for quantum mechanical
calculations of rate constants. We have presented a new,
efficient algorithm for LCT calculations, and we illustrate it
by straight direct dynamics calculations based on DFT for
reactions with five to seven heavy (nonhydrogenic) atoms.
This algorithm allowed us to do direct dynamical calculations
on a reaction with up to 7 heavy atoms and 15 total atoms
(45 degrees of freedom) with quantized generalized normal-
mode vibrational frequencies based on curvilinear coordi-
nates, torsional anharmonicity, and optimized multidimen-
sional tunneling. This allowed tests of implicit density
functional theory potential energy surfaces against the
experiment.
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Abstract: A Multi-Reference Configuration-Interaction study of the NaC60 system is presented.

It is shown that the experimentally measured dipole moment of this system can be explained

by the existence of a charge-transfer state of Na+C60
- nature. Moreover, the present work shows

that Configuration-Interaction techniques based on local orbitals permit a Multi-Reference

treatment of systems containing several tens of atoms.

The interaction of fullerenes with alkaline atoms deserved a
special attention in the past decade.1-5 In the case of sodium,
a state with a dipole moment of 16.3 D has been detected
for the NaC60 system.6,7 Theoretical calculations predict a
minimum for the sodium atom approaching one of the
hexagonal faces of the fullerene.8,9 However, Unrestricted
Hartree-Fock (UHF) and Density-Functional Theory (DFT)
calculations give rather different values for the binding
energyD: the system is virtually unbounded at the UHF
level10 (D)0.10 eV), while DFT-LDA gives a much larger
value11 (D)2.10 eV). The DFT-B3LYP result is placed
between these two extrema8 (D)0.65 eV). The distance
values between Na and the closest carbon atoms are close
at the DFT level (2.69 Å for LDA and 2.74 Å for B3LYP),
while UHF gives a very different result (5.08 Å). The
fullereneπ system is mainly concentrated on the hexagon
bonds. For this reason, although the predicted energy
difference between the hexagon site and the other positions
is very small, it seems likely that the hexagon sites play a
special role among the different adsorption positions.

If one neglects a possible Jahn-Teller distortion, the
system has aC3V symmetry in the case of a hexagon-approach
path. In this case, three different states are in competition:
(1) a neutral2A1 state, C60 + Na, which is essentially
repulsiVe (except for a possible van der Waals minimum at

large distance) and (2) a ionic2E (doubly degenerated) state,
C60

- + Na+, which isattractiVe.

To treat all these states on an equal foot, a Multi-Reference
(MR) approach is strongly recommended. We used our
recently developed local CAS-SCF formalism,12,13 which is
able to concentrate the active space in the region of interest
of a molecular system. According to our approach,14,15 we
used aminimal active space at the CAS-SCF level, while
the effect of dynamical correlation is included via a
subsequent Configuration-Interaction (CI) treatment. For the
present case, the active space is composed of three orbitals:
the 3s sodium orbital (3s(Na)) and the two degeneratedπ*
orbitals which are delocalized on the hexagonal ring
(πhex

/ (C60)).

Even with a small active space, the local MR-CI treatment
on such a large system is extremely heavy. A possibility to
reduce the size of the problem is to freeze some orbitals
whose effect on the studied properties is expected to be small.
For this reason, taking benefit of the use of localized orbitals,
we froze most of theσ orbitals at the SCF level. Only theσ
and σ* orbitals nearest to Na (12 bonds, i.e., 24 orbitals)
were correlated at the CI level.

The choice of the atomic basis set is a very sensible point.
It is clear that a minimal basis set alone has not enough
flexibility to describe the orbital relaxation and the correlation
effects of this system. In particular, because of the competi-
tion between neutral and charged forms, the experimental
ionization potential (IP) of Na and the electron affinity (EA)
of C60 must be accurately reproduced. Even with a minimal
basis set, this is not a problem for Na (with the (3s2p) basis

* Corresponding author phone:+33-(0)561-558593; fax:+33-
(0)561-556065; e-mail: stefano@irsamc.ups-tlse.fr.
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we obtain 4.90 eV to be compared with the experimental IP
of about 5.14 eV). On the other hand, the minimal basis set
is certainly too poor for C60, since it leads to an EA) 4.10
eV, while the experimental value is substantially lower
(EAexp)2.65 eV).

Therefore, to keep the basis-set size reasonable, we used
an ANO (2s1p) basis on each carbon and a (3s2p) basis on
the sodium atom,16 supplemented with a set of uncon-
tracted Gaussians centered on the C60 center. We used a
(1s1p1d1f1g1h1i) set of 49 functions, having a mean radius
〈r〉 equal to the C60 radius. These additional orbitals are
intended to provide the required angular correlation to the
mobile π electrons on the C60 surface. With this choice of
the basis set, one has EA) 2.28 eV for C60, in a reasonable
accord with the experimental value. Therefore, this was our
final basis-set choice.17

The MR-CI results (single and double excitations on the
local CAS-SCF wave function) are reported in Figure 1. The
neutral A1 state is the lowest one at an infinite distance at
the MR-CI level, and the ionic E state lies about 2.6 eV
above the A1 one at dissociation and becomes the lowest
one at aboutR ) 6.5 Å. At aboutR ) 5.55 Å the E state
has a minimum, 0.59 eV below the asymptotic energy of
the A1 state (see Table 1,ED). The dipole moment (15.6 D)
is in a good agreement with the experimental value of 16.3
D.6,7 The MR-CI results have been also corrected by using
the Counter-Poise (CP) procedure,18 to take into account the
Basis-Set Superposition Error (BSSE) (see Figure 2). The
ionic minimum becomes less deep, and it is almost degener-
ated with the asymptotic energy of the neutral state at
dissociation. The neutral state is less affected by the
correction (that comes essentially from the effect of the
sodium basis set on C60

-), and asignificant barrierseparates
the two minima (see Table 1,EB). On the other hand, the

position of the minimum and the corresponding value of the
dipole moment are very little affected by the BSSE.

The small energy difference between the ionic minimum
and the neutral asymptote raises the question of the stability
of the ionic form. Since entropy favors the dissociated
species, one can expect that, at thermodynamic equilibrium,
the neutral form should dominate. However, the barrier to
dissociation of the ionic species is not negligible. If the ionic
curve is fitted with a Morse potential, the lowest vibrational
level is only 237.3 cm-1 higher than the Morse ionic
minimum, and about 20 vibrational levels are predicted below
the barrier to dissociation (EB)0.37 eV with BSSE, see Table
1). For these reasons, one can expect the ionic minimum to
have (at least) a metastable character.

It should also be noticed that several effects are expected
to contribute to an ionic-minimum stabilization. One is
geometry relaxation, including a symmetry lowering due to
a Jahn-Teller effect. Moreover, the BSSE is often over-
estimated by the CP correction. Finally, the difference
between the ionic and neutral asymptotes is 4.90- 2.28)
2.62 eV with our calculations, while the experimental value
is 5.14- 2.65 ) 2.49 eV.

Figure 1. Energy curves of the 2A1 and 2E states as a function of the distance between the Na atom and the C60 center. The
energy zero corresponds to the value of the neutral 2A1 state at infinite distance.

Table 1. MR-CI Results (with and without BSSE
Correction) and Experimental Dipole Moment

Re
a (Å) ED

b (eV) EB
c (eV) µd (D)

NaC60 5.55 0.59 0.61 15.6
NaC60 + BSSE 5.68 0.02 0.37 16.5
experiment 16.3

a Re, equilibrium distance between the sodium atom and the center
of C60. The distances between Na and the closest C atoms are 2.72
and 2.83 Å (without and with BSSE correction, respectively) in good
accord with the DFT values. b ED, binding energy with respect to the
neutral system at infinite distance. c EB, dissociation barrier with
respect to the ionic-state minimum. d µ, dipole moment.
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In any case, our MR-CI calculations clearly indicate the
presence of an ionic local minimum, having a dipole moment
in excellent agreement with the experimental results. It seems
likely to associate this local minimum (either an absolute
one or a metastable minimum having a significant barrier to
dissociation) to the experimentally detected species.

It is instructive to plot the active orbitals obtained through
our local CAS-SCF algorithm. At the equilibrium distance
of the attractive E state, the twoπ* CAS-SCF orbitals are
localized on the hexagon near to the sodium atom but show
significant tails on the closest carbon atoms. This partially
local behavior that was observed in local CAS-SCF treatment
of other systems19,20 is due to the effect of the charged Na+

ion on theπ* electron, that cannot freely delocalize on the
whole fullerene. One of the two degeneratedπ* orbitals is
shown in Figure 3.

In conclusion, the present study shows the existence of a
charge-transfer local minimum on the Na+ C60 PES. The
recently observed dipole moment of this system can be
interpreted as due to this state, although further investigations
are needed in order to discriminate between a global
minimum and a meta-stable state having a significant barrier
to dissociation. As a more general conclusion, the present
work proves that local-orbital techniques permit a MR-CI

treatment of systems as large as a fullerene. These techniques
can be a useful tool for those cases where several electronic
states are in competition and for which DFT still presents
open problems.
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Abstract: The study of density and the role played by its atomic representation is proposed as

a way for the rationalization of chemical behavior. As this behavior has been long rationalized

in terms of the basic concepts of empirical structural chemistry, a direct link between both

approaches is searched for by using the exact representation of the density provided by the

deformed atoms in molecules method (Rico, J. F.; López, R.; Ema, I.; Ramı́rez, G.; Ludeña, E.

J. Comput. Chem. 2004, 25, 1355-1363). Noting that the spherical terms of the pseudoatoms

cannot be mainly responsible for the chemical behavior, we study the small nonspherical

deformations and find that they reflect and support all basic concepts of empirical structural

chemistry. Lone pairs; single, double, and triple bonds; different classes of atoms; functional

groups; and so forth are paralleled by the density deformations in a neat manner. These facts

are illustrated with several examples.

1. Introduction
Because one-electron density plays an increasingly central
role1-9 in both the conceptual and practical developments
of theoretical chemistry, the methods for its meaningful
analysis are of paramount importance.10-26

In the Born-Oppenheimer approximation (the paradigm
in the study of molecular structure), the electronic energy
including the nuclear repulsion is the potential energy for
the movement of the nuclei, and as a consequence, the
components of the force acting on a nucleus are determined
by their derivatives with respect to its coordinates. The
Hellmann-Feynman (electrostatic)27 theorem states that these
derivatives are equal to the components of the electrostatic
force generated by the electron cloud plus the remaining
nuclei. Thus, the forces can be obtained in two ways: from
the electronic energy through its derivatives or from the
electron density using classical electrostatics. The first way
is expensive and hardly provides chemical insight. The
second one is very cheap to apply and provides plenty of
chemical insight.

Nonetheless, although the electrostatic theorem has been
known for more than 60 years, the possibilities that it opens

up have been scarcely exploited, and today the theorem is
mostly regarded as a scientific curiosity. There have been
two main reasons for this. The first one is that the fulfillment
of the theorem requires high quality densities. In particular,
it leads to disastrous results for densities computed with
commonly used poor basis sets, whereas energy is less
sensitive to the quality of the basis set. The second reason
comes from the fact that, for extracting chemical information
from the theorem, one needs a representation of the density
that brings insight to the chemist.

These reasons no longer hold. As it has been recently
proved,28 densities computed with good Slater basis sets, and
with very high quality Gaussian basis sets too, fulfill the
electrostatic theorem with an accuracy that is sufficient for
most quantitative applications and, a fortiori, for the qualita-
tive ones as well. Moreover, a representation of the density29-31

aimed to retain the identity of the atoms in a molecule as
much as possible has also been reported, and that, in turn,
facilitates the application of the electrostatic theorem.

This representation was originally intended as an aid for
the calculation of several functionals of electron density such
as the molecular electrostatic potential, molecular force field,
forces on nuclei, and so forth, and the usefulness in those
applications was proved.32 The method was also applied to
the analysis of binding forces, to the calculation of bonding

* Corresponding author. E-mail: rafael.lopez@uam.es. Phone:
+34-91-4978642.

1083J. Chem. Theory Comput.2005,1, 1083-1095

10.1021/ct0500951 CCC: $30.25 © 2005 American Chemical Society
Published on Web 08/27/2005



energies from density in diatomics,33 and to the explanation
of rotational barriers in terms of the density.34

These studies render evidence that, when this representa-
tion of the density is combined with the electrostatic theorem,
basic concepts of chemistry can be regarded from a novel
perspective that may help to build a bridge between electron
density and the classical notions of empirical structural
chemistry. The exploration of this possibility is the aim of
this work.

In Section 2, the electrostatic theorem is rederived in a
way oriented to stress that chemical forces and energy
variations are determined by the density alone. It follows
that the relevant physical effects must be reflected in the
density and must affect the forces and energies through
density, a fact that, in turn, sets the study of density and its
relationship with these forces as the central problem in the
rationalization of chemical behavior. Section 3 deals with
this relationship and with the role played by the atomic
representation of the density in this regard.

It is noted there that the part of the density spherically
distributed around the nuclei, although being largely domi-
nant, is not responsible for the molecular stability. The
chemical behavior of the molecules is mainly determined
by small nonspherical deformations caused by the molecular
environment on the density of the atoms.

On the other hand, chemical behavior has been largely
rationalized by means of the concepts of empirical structural
chemistry. As noted in Section 4, as much as they have been
supported by many years of successful usage, these concepts
must have some physical ground, and thus, the results of
Section 2 imply that they must be somehow reflected in the
density, and the arguments of Section 3 suggest that this
should be searched for mainly in the density deformations.

Section 5 contains a summary of the results of this search,
and some comments about the implications of these results
are included in the final section.

2. Density, Chemical Forces, and Bonding
Because the bonding of atoms is usually explained in terms
of electron pairing or exchange, while the electrostatic
approach and its implications are often disregarded, a brief
review on this subject is pertinent.

The electrostatic approach has its roots in the Hellmann-
Feynman theorem,27 which has been considered by Slater
as one of the most powerful theorems applicable to mol-
ecules.35 Herein, we will rederive the theorem in a way
oriented to stress that chemical forces and bonding are related
to either the whole electronic energy or the electron density
through fundamental equations, whereas the relation with
the components of energy is indirect.

Let Ĥ be the electronic Hamiltonian of a molecule with
a fixed number of electrons and an external potentialυ(r ),
and letΨI be its normalized eigenfunctions. Therefore

and

As it is well-known, these equations can be written as

and

where F̂II(r ,r ′), FII(r ), and ΓII(r ,r ′) are, respectively, the
density matrix, the density function, and the pair density
function andF̂JI(r ,r ′), FJI(r ), andΓJI(r ,r ′) are the transition
density matrix, transition density, and transition pair density
functions, respectively.

Since a first-order change in the wave functionΨI can be
expressed in terms of theΨJ:

Equation 2 implies

where δF̂(r ,r ′), δF(r ), and δΓ(r ,r ′) are, respectively, the
transition density matrix, density function, and pair density
function associated with the wave function and its first-order
change. Because this equation is valid for every electronic
state, here and in subsequent equations, the indices referring
to states will be suppressed for simplicity.

In the study of the electronic structure of molecules, the
external potential is a continuous functionυ(r ,λ) of a set of
parameters,λ ) (λ1, λ2, ..., λn) (the nuclear charges and the
degrees of freedom associated with the coordinates of the
nuclei), so that all of the terms of eq 3 are functions of these
parameters.

Derivation with respect toλp yields

and since eq 6 holds for everyλ, the three last terms must
cancel out. Thus

which is the Hellmann-Feynman theorem.
In the study of a particular molecule, the nuclear charges,

úA, are fixed, and the external potential only depends on the

EI ) ∫ dr FII(r ) υ(r ) + ∫ dr [-1
2
∇′2 F̂II(r ,r ′)]r)r ′

+

∫ dr ∫ dr ′
ΓII(r ,r ′)
|r - r ′| (3)

0 ) ∫ dr FJI(r ) υ(r ) + ∫ dr [- 1
2
∇′2 F̂JI(r ,r ′)]r)r ′

+

∫ dr ∫ dr ′
ΓJI(r ,r ′)
|r - r ′| (4)

Ψ′ )

ΨI + ∑
J*I

λJ ΨJ

(1 + ∑
J*I

|λJ|2)1/2

(5)

0 ) ∫ dr δF(r ) υ(r ) + ∫ dr [-1
2
∇′2 δF̂(r ,r ′)]r)r ′

+

∫ dr ∫ dr ′
δΓ(r ,r ′)
|r - r ′| (6)

∂E(λ)
∂λp

) ∫ dr F(r ,λ)
∂υ(r ,λ)

∂λp
+ ∫ dr υ(r ,λ)

∂F(r ,λ)
∂λp

+

∫ dr [-1
2
∇′2

∂F̂(r ,r ′,λ)
∂λp

]
r)r ′

+ ∫ dr ∫ dr ′ ∂

∂λp

Γ(r ,r ′,λ)
|r - r ′| (7)

∂E(λ)
∂λp

) ∫ dr F(r ,λ)
∂υ(r ,λ)

∂λp
(8)〈ΨI|Ĥ|ΨI〉 ) EI (1)

〈ΨJ|Ĥ|ΨI〉 ) 0 (2)
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nuclear coordinates, that is,λ ) λ(R1, R2, ...). Furthermore,
the electronic energy plus the nuclear repulsion plays the
role of potential energy,ET(λ), for the movement of the
nuclei, and hence, the force acting upon every nucleus is
determined by its gradient. Therefore, one has

where

which is the electrostatic theorem.
In response to a previous criticism by Coulson and Bell36

on the Hellmann-Feynman theorem, Berlin noted37 that the
nuclear attraction term

can be considered as the sum of two different components:
such that

and

Thus, if T(λ) andG(λ) are, respectively, the kinetic energy
and the two-electron repulsion, and eq 6 is taken into account,
one has

Berlin used these equations to invalidate Coulson and
Bell’s objection to the electrostatic theorem, but one can go
beyond this point analyzing their implications. Thus, eqs 15
and 16 imply

where

and

Equation 17 is the integrated Hellmann-Feynman theo-
rem,5,38 which establishes an explicit relationship between
density and energy.

Equation 19 is the extremum condition of eq 6 written in
a different way and implies that throughout a chemical
process, the changes in kinetic energy,T(λ), and in electron
repulsion,G(λ), are just canceled by changes inV2(λ).

Berlin’s partition of eq 12 is not the only way to look at
chemical bonding. Since energy and its components are
scalars, instead of dividing the nuclear attraction term into
two parts, one could divide the kinetic energy, or the electron
repulsion, or some combination of both, and define constants
involving parts of these quantities, as it has been implicitly
done in studies of the chemical bond based on the kinetic
energy density39-46 or in conventional explanations based
on the electron pair density.

Nonetheless, it seems that Berlin’s partition ofV(λ) is the
most natural choice and, probably, the most simple and
useful. This partition is grounded in two fundamental
equations: the extremum conditionseq 6sand the Hell-
mann-Feynman theoremseq 8. It introduces two functions
endowed with very clear insight:V1(λ) is associated with
the total electron energy, andV2(λ) is associated with the
universal functional47 F ) T + G of the density functional
theory.1-4 Note, in this respect, that

Finally, it provides relations for linking these functions with
the basic physical variables: electron density and external
potential,48-52 which are exact, simple, and easy to apply in
practice.

Bearing in mind these arguments, our search for the
relationship between the classical notions of chemistry and
electron density will be based on this approach.

It is noteworthy that, from this point of view, kinetic
energy and electron repulsion only appear in the extremum
condition, eq 6, which fixes the density for every conforma-
tion, and therefore, they influence the energy through density.

In this context, the physical effects appearing in the kinetic
energy or in the two-electron term cannot be directly related
to bond energies, because these quantities are part of the
constant in eq 19. One must consider, instead, using eq 6,
how they affect the density and, next, through eq 17, whether
or not the induced changes favor the decrease in energy. In
summary, from this perspective, one must be aware that
every physical effect must put its mark in the density, and it
is through this mark that it affects the energy.

3. Density Partition and Forces: A Way For
Rationalizing Chemistry
The arguments of the previous section prove that the
rationalization of chemical behavior must deal with the study
of density and its evolution along the chemical process. This
study provides us a complete theoretical description because,
from density, it is possible not only to follow the changes
of the electronic energy but also to analyze the forces acting

-dV2(λ) ) dT(λ) + dG(λ) ) dF(λ) (20)

V2(λ) ) const - F(λ) (21)

FA ) -∇BAET )

úA[∫ dr F(r ,λ)
r - RA

|r - RA|3
- ∑

B*A

úB

RB - RA

|RB - RA|3] (9)

∇BA ) i
∂

∂XA
+ j

∂

∂YA
+ k

∂

∂ZA
(10)

V(λ) ) ∫ dr F(r ,λ) υ(r ,λ) (11)

V(λ) ) V1(λ) + V2(λ) (12)

∂V1(λ)

∂λp
) ∫ dr F(r ,λ)

∂υ(r ,λ)
∂λp

∀p (13)

∂V2(λ)

∂λp
) ∫ dr υ(r ,λ)

∂F(r ,λ)
∂λp

∀p (14)

∂E(λ)
∂λp

)
∂V1(λ)

∂λp
(15)

∂

∂λp
[V2(λ) + T(λ) + G(λ)] ) 0 (16)

E(λ2) - E(λ1) ) V1(λ2) - V1(λ1) )

∫λ1

λ2 ∫ dr F(r ,λ) dυλ(r ,λ) (17)

dυλ(r ,λ) ) ∑
p

∂υ(r ,λ)

∂λp

dλp (18)

V2(λ) + T(λ) + G(λ) ) const (19)
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upon the several parts of the system and to know how they
contribute to changing the energy.

In particular, it must be noted that the direct relation
between density and forces ensures that fragments with
similar densities in different molecules will contribute in a
similar way to the driving forces of their chemical processes
and that this fact sets the description of the molecular electron
densities as the key for the comparative study of their
chemical properties.

As it is well-known, the electron density of a molecule in
its ground state is highly peaked and strongly concentrated
around the nuclear positions for every conformation. Thus,
it is convenient to partition the electronic density of a
molecule into fragments centered at the nuclei and such that
every fragment accompanies its nucleus in the displacement
to the largest possible extent.

Denoting the fragments asFA(rA), one can write

and following the usual convention, one can consider the
fragmentsFA(r ) as atoms in molecules (or pseudo-atoms),
though being aware that atoms in molecules are no longer
quantum mechanical observables and, therefore, that this
denomination is just a mere resort to endow them with
chemical insight.

There are several ways to carry out the decomposition of
eq 22, but irrespective of their merits or limitations, all of
them can be combined with the electrostatic theorem to yield
a model of forces in the system. Thus, all of them imply a
separation of the force on each nucleus into two distinct
contributions. Combining eq 22 with eq 9, one has

where úI denotes the nuclear charges andRI denotes the
nuclei positions.

The first contribution on the right-hand side of eq 23 is
the internal orself-pulling force, namely, the force exerted
on nucleusA by its own electronic cloud. The second one is
theexternal forceexerted onA by the clouds and nuclei of
the remaining atoms.

As it has been remarked above, the electron density of a
molecule is strongly concentrated around its nuclei and, for
every reasonable partition, the spherical averages of the
atomic densities:

are, by far, the largest components of the density. Therefore,
it is convenient to distinguish this dominant part from the
small remaining parts:

and to analyze separately the roles of the spherical
components and the rest in the force model of eq 23. For
this purpose, one can write

Symmetry considerations are sufficient to see that the first
term on the right-hand side is null. Moreover, the second
term can be written in terms of the effective charges,úB

eff,
given by the Gauss theorem

so that the expression (eq 26) of the force can be rewritten
as

As one could expect,the spherical terms yield no contribu-
tion to the internal forces and only participate in the external
forces through the partial screening of the nuclear charges.
It should be noted, in this respect, that the electronic charge
of an atom is given by

and, hence, in atoms with positive density, the second term
of eq 27 will be smaller than the electronic charge. As a
consequence, neutral atoms or cations have a positiveúB

eff

and give a net repulsive force onA at all distances. For
anions, úB

eff is negative at long distances but it turns to
positive at short distances. Thus, the forces exerted by
negative ions on nucleusA will be attractive when they are
far away fromA, but they will repel it at short distances.

In view of this, it is very illustrative to consider what the
forces between a pair of atoms or ions with positive defined
and strictly spherical densities would be. In this case, the
self-pulling forces are obviously zero and only external forces
remain. As proved before, these forces are repulsive for
couples of neutral atoms, an atom and a cation, or pairs of
cations. In the case of a system consisting of a cation (or a
neutral atom) and an anion, the force on the anion nucleus
will be repulsive at all distances whereas the force on the
cation nucleus will be attractive at long distances and
repulsive at short ones. Finally, for a couple of negative ions,
the forces on both nuclei will be attractive at sufficiently
long distances and will become repulsive when the separation
decreases. Moreover, the forces on both nuclei will be, in
general, different, and the reversions will occur at different
distances.

FA ) úA ∫ dr f00
A (rA)

rA

rA
3

+

úA ∑
B*A[∫ dr f00

B (rB)
rA

rA
3

- úB

RB - RA

|RB - RA|3] +

úA ∑
B
∫ dr ∆B(rB)

rA

rA
3

(26)

úB
eff ) úB - 4π ∫0

|RB-RA| drB rB
2 f00

B (rB) (27)

FA ) -úAúB
eff

RB - RA

|RB - RA|3
+ úA ∑

B
∫ dr ∆B(rB)

rA

rA
3

(28)

Q00
B ) 4π ∫0

∞
drB rB

2 f00
B (rB) (29)

F(r ) ) ∑
A

FA(r ) (22)

FA ) úA ∫ dr FA(rA)
rA

rA
3

+

úA ∑
B*A[∫ dr FB(rB)

rA

rA
3

- úB

RB - RA

|RB - RA|3] (23)

f00
A (rA) ) 1

4π ∫0

2π
dφA ∫0

π
dθA sin θA FA(rA) (24)

∆A(rA) ) FA(rA) - f00
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Certainly, the absence of interactions between the clouds
in the context of the electrostatic theorem makes these forces
very different from the ones expected when electrostatics is
applied to spherical ions in the usual way, and this leads to
an evident conclusion:none of these couples can conform
a stable system. To form a stable system, densities cannot
have spherical symmetry or, in other words,density defor-
mations are essential for the appearance of stable systems.

Let us complete this analysis by considering the contribu-
tion of the atomic deformations to the forces. To do this,
atomic densities can be expanded in spherical harmonics
centered at the nuclei:

wheref lm
A (rA) are atomic radial factors:

andzl
m(r ) are the regular harmonics:

Pl
|m| being the associated Legendre functions.53

The terms withl ) 0 are just the spherical averages whose
roles were discussed above. The remaining terms (l > 0)
are the atomic deformations:

but decomposed so that one can identify dipole-type con-
tributions (l ) 1), quadrupole (l ) 2), octapole (l ) 3), and
so on.

From this expansion, one easily finds that

where

It is clear thatthe self-pulling force on an atom is only
determined by the dipole-type deformation of its own density.
Moreover,

where

so that the external force contains the forces associated with
the density deformation beside the contribution of the
screened nuclear charges.

We stress that the atomic deformations caused by the
molecular environment play a basic role in the study of
chemical behavior supported by the electrostatic theorem.
As proved above, they completely determine the self-pulling
forces and a part of the external forces, being essential for
the existence of stable systems.

We finally note that, though these conclusions are valid
for everyexactpartition of the density, the detailed form of
both the spherical averages and the atomic deformations
depend on the definition of the atomic fragments,FA(r ), and
thus, one is faced with the choice of the partition criterion.
We will return to this point in the following section.

4. Empirical Structural Chemistry: The
Conventional Rationalization Of Chemistry
Let us consider, now, the main ideas employed by experi-
mentalists in the description of chemical behavior. As it is
well-know, they need neither to determine or analyze the
density nor to invoke the electrostatic theorem. Instead of
it, they use some simple concepts that have their roots in
empirical structural chemistry, mostly developed before the
advent of quantum mechanics, from the rationalization of
empirical data.

In this thought, a structural hypothesis is basic, according
to which molecules are composed by bonded atoms that are
distributed in space adopting characteristic conformations.
Moreover, there are groups of atoms (functional groups) that
share conformations and properties in distinct molecules.

Atoms are bonded by their valence electrons, whose
structures can be described by Lewis’ rules54 in terms of lone
pairs (owned by individual atoms), bond pairs (shared by
pairs of atoms), and eventually by lone electrons, all of them
lying around the ionic core formed by the nuclei and their
core electrons.

Bonds can be single, double, or triple according to the
number of the bond pairs shared by a couple of atoms. The
set of bonds conforms the skeleton of the molecule, and
chemical reactions are regarded as reorganizations of the
skeleton in which some bonds are broken and others are
formed.

FA(r ) ) ∑
l)0

∞

∑
m)-l

l

zl
m(rA) flm

A (rA) (30)

flm
A (rA) )
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These basic assumptions are too simple to embrace all
chemical behavior, but complemented with some ideas
extracted from valence theory (resonance, hyperconjugation,
etc.), they compose a powerful tool that allows experimental-
ists to describe macroscopic substances and chemical pro-
cesses at the molecular level and to carry out temptable
predictions, in summary, to rationalize most of the chemical
behavior.

One has, thus, two different approaches to the rationaliza-
tion of chemistry: the one based on the study of electron
density and, in particular, on its small deformations and that
of empirical structural chemistry, mainly based on Lewis’
structures.

The first one is firmly grounded in theory. The second is
supported by many years of successful usage. In view of
this, it seems licit to ask ourselves whether they are as
different as they appear at first sight or, on the contrary, they
are simply two different comprehensions of the same objects.
Note, in this respect, that according to the discussion in
Section 2,as far as Lewis structures and the remaining
concepts of empirical structural chemistry haVe some physi-
cal basis, they must be somehow reflected in electron density.

To analyze whether, and eventually how, they are re-
flected, we have carried out a systematic study of density
oriented to analyze its relationship with Lewis’ structures
and other basic concepts of empirical structural chemistry.

In the analysis, we have usedatomic deformations, which
are defined as the atomic densities minus their spherical
averages, that is, the∆A functions introduced in eq 25;group
deformations, which are the sum of the atomic deformations
of a given group of atoms:

and, finally, molecular deformations, in which the sum
extends over all the atoms of a given molecule:

Molecular deformations have an antecedent in (but should
not be confused with) the so-called charge density difference
functions,55 which are the differences between the molecular
density and the density of a hypothetical molecule built with
the isolated atoms, in suitable valence states, and placed in
the corresponding sites with appropriate orientations.

Note, in this respect, that the spherical averages defined
in eq 24 are obtained from the very molecular density itself,
without invoking the existence of reference atoms in ad hoc
valence states.

Thus, conceptual distinctions apart, the density difference
functions, D(r ), contain terms dependent on the angular
moments of the reference atoms, which do not appear in the
molecular deformations as defined above. In fact, the density
of an isolated atom in a state with angular momentL has
the expansion

If the molecular density is partitioned and expandeds
according to eqs 22, 30, and 31sand the densities of the
isolated atoms are subtracted, one has

If, as usual, the reference atoms are spherical, theD(r )
function will contain spherical contributions,f 00

A (rA) -
f ′00

A (rA), that are not present in molecular deformations. If
they are in aP state, a further contamination with quadrupole-
type terms appear, and so on.

Atomic and group deformations do not have, to our
knowledge, direct antecedents, yet Hirshfeld and Rzotk-
iewicz56 have researched this type of information on diatom-
ics in the context of the charge density difference functions.

It was remarked in Section 3 that the detailed form of the
atomic deformations depends on the particular partition
adopted to define the atomic fragments, which, as it is
well-known, fall into two categories. In space-partition
schemes,10,12-17 the molecular density is separated into pieces,
each one contained in an atomic domainΩA (satisfying
∪A)1

M ΩA ) R3 andΩA∩ΩB ) φ, ∀A * B) so that

Alternatively, the density can be decomposed in overlap-
ping fragments centered at the nuclei, each one extending
over the whole spaceR3:11,18,19,21,29-31,57

Though the general features of the forces model discussed
above are valid for every decomposition in which the
fragments add up exactly to the whole density (note that this
only excludes approximations based on spherical atoms and
the like18,57), not all of the partition schemes are equally
useful in this context. It must be recalled, in this regard, that
conventional studies of density are aimed at analyzing the
dependence ofF(r ,λ) with respect tor for fixed λ, while for
the study of forces and energy, the essential point is how
the density evolves whenλ varies.

From a practical standpoint, the methods of the second
category are much more suitable in this respect. Among
them, the method ofdeformed atoms in molecules(DAM)29-31

offers clear advantages because it allows for the direct
application of the approach discussed in Section 3, and
therefore, we will use it in this study. In the DAM method,
the partition of the density is intended to retain, as much as
possible, the identity of the atoms within the molecule at
every conformation. Basically, in this method, the minimal
distortion of each atomic density is achieved by assigning
to it the one-center charge distributions centered at its nucleus
as well as the parts of the two-center distributions nearest to

∆G(r ) ) ∑
A
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∆A(rA) (38)

∆(r ) ) ∑
A

molec

∆A(rA) (39)
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∑
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z2l
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M
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it. With such a partition, the densities of all the fragments
exactly retrieve (on summation) the whole density and,
furthermore, can be accurately expanded when regular
harmonics are multiplied by analytical radial factors, a fact
that greatly facilitates the application of the electrostatic
theorem. Though this method has been described in detail
in previous works,29-31 a short review is given in the
Appendix for the sake of completeness.

5. Results
We have studied the density deformations in a sizable sample
consisting of several tens of molecules at their equilibrium
geometries. For all of them, the densities were computed at
the Hartree-Fock (HF) level using the reasonably good VB1
Slater basis set58 (composition: [5,3,1] for B to Ne and [3,1]
for H). The calculation of integrals and HF optimization were
carried out with the SMILES program.59-63 The atomic
expansions were carried out with the DAM method using
the DAM program.29-31 For testing the effects of the basis
set on the results, some calculations were repeated using the
CVB2 Slater basis set58 and Dunning’s cc-pVTZ and cc-
pVQZ Gaussian basis sets64 with the Gaussian version of
DAM (G-DAM 65). The effect of correlation was also
examined by performing configuration interaction with single
and double excitation (CISD) calculations with MOLPRO.66

No qualitative changes were observed in the test samples
(see below), and quantitative changes were so small that HF
calculations with the VB1 basis sets were considered
sufficiently good for our purposes.

The density, the atomic and accumulated spherical terms,
and its deformations were visualized by depicting their
constant value surfaces with gOpenMol.67 As an example,
we consider the methane molecule, whose density varies
from more than 100 au (e/b3), in the nearness of the C
nucleus, to 0 au, far away from the molecular region, while
its deformation varies only from 0.08 to-0.03 au.

Because of the smallness of the density deformation, the
contour surfaces of the whole density of this molecule and
those of the accumulated spherical terms are very similar,
as it is illustrated in Figure 1, so that the details of the
difference are difficult to appreciate. On the contrary, the
structure of these differences is evident in the contour
surfaces of the density deformations depicted in Figure 2.
This figure shows the density deformations obtained at

Roothaan-Hartree-Fock (RHF) and CISD levels using
Slater VB158 and Gaussian pVTZ64 basis sets and illustrates
the changes in the density deformations produced by changes
in the computational method or the basis set.

Because the deformations bear no net charge (they
integrate to zero), physical space is partitioned into regions
where the electronic charge is accumulated (positive defor-
mation) and into others in which it is depleted (negative).
In every region, surfaces of a given absolute value are
enclosed by surfaces oflower absolute value.

For methane, the contours corresponding to positive
deformations (red surfaces in Figure 2) show four electron
charge accumulations with nearly cylindrical symmetry
between the carbon and hydrogens, just giving a clear image
of the fourσ bonds of this molecule. The pictures of negative
deformations (blue surfaces in Figure 2) complete the
description of the charge redistribution, showing the regions
where the electronic charge is drawn from.

Looking at these type of pictures for several molecules,
one finds that the concepts of empirical chemistry appear in
a beautiful and neat, though somewhat unexpected, manner.
Lone pairs and bonds are paralleled by charge accumulations
placed where one would expect them to be; single, double,
and triple bonds are clearly distinguished; concepts such as
aromaticity and delocalization can be directly visualized. The
different chemical classes of a given atom can be identified
by glancing at their atomic density deformations. At the same
time, the individuality of each atom can be recognized from
the features of the dominant spherical term. Functional
groups are identified as a common group of atoms of given
classes that retain their structure and density in different
molecules, and so on.

For obvious reasons, the literally hundreds of pictures that
have been drawn cannot be included in this paper. We present
a minimal selection of them in order to support and clarify
our previous comments. Further pictures can be found at
http://www.uam.es/departamentos/ciencias/qfa/DAM.

5.1. Lone Pairs.Because the notion of a localized electron
pair is essential in Lewis’54 and other68,69successful models
for geometry and reactivity, its physical support has been
extensively researched in the context of the pair density
function70 and associated6 with the maxima of the density
Laplacian,∇r

2F(r ,λ).
Certainly, the interactions between electrons should be

studied in terms of pair density, but as stressed in Section 2,
its chemical relevance is determined by its effect on the
density, which, according to Section 3, can be searched for
in the density itself through the density deformations.

Lone pairs compose a nice example of the close relation-
ship between chemical notions and density deformations.
Figure 3 shows the atomic deformations of nitrogen in
ammonia (left plate) and the full molecular deformations
(right plate). In ammonia, besides the three charge accumula-
tions along the N-H bonds, there is a large, and nearly
spherical, charge accumulation in the vicinity of the N atom,
just as it would be expected from the presence of a single
lone pair there (:NH3).

Figure 4 shows the atomic density deformations of oxygen
(left plates) and the full molecular deformations (right plates)

Figure 1. Electron density surfaces in methane. Total density
(left) and summation of the spherical atomic contributions
(right). Contour values: 0.3 (innermost), 0.2, and 0.1 (outer-
most) au.
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in water (:ÖH2), formaldehyde (:O¨ dCH2), and carbon
monoxide (:O≡C:). In water, the charge accumulations
associated with the two lone pairs of oxygen extend above
and below the molecular plane, whereas in formaldehyde,
they are placed in the molecular plane. Finally, in carbon
monoxide, the two charge accumulations placed outside the
bond region show the existence of a lone pair on each atom.
Moreover, the characteristic deformations of the lone pairs
appear in the atomic density, supporting the idea that they
are owned by atoms.

It is noteworthy that these structures appear almost
unchanged everywhere the empirical chemistry evinces this
class of atom. Thus, the distortion of nitrogen in ammonia
is reproduced practically unchanged in amines; that of
oxygen in water appears in alcohols, ethers, carboxylic acids,
esters, and so forth. The distortion of oxygen in formaldehyde
is typical of the keto oxygen, and it can be observed in
aldehydes, ketones, carboxylic acids, and so on.

As an example, we present in Figure 5 the density
deformations of the oxygen atom and the full molecular
deformations in methanol, dimethyl ether, and phenol, where

the presence of two lone pairs such as those of water is clear,
despite the strongly different molecular environments. Cer-
tainly, the presence of a charge accumulation, everywhere
lone pairs are predicted to be, shows that this notion has an
actual support in the density.

5.2. Single, Double, and Triple Bonds.Figure 6 illustrates
how the density deformations reflect the chemical notions
of single, double, and triple bonds. It shows several contour
surfaces corresponding to ethane (first plate), ethylene
(second plate), and acetylene (third plate). In ethane, the
σ-bond skeleton is clearly reflected by charge accumulations

Figure 2. Molecular deformation of methane. Red: positive deformation. Blue: negative deformation. Contour values: 0.045
(innermost), 0.030, 0.015 (outermost), -0.030, and -0.015 au. Upper: Slater VB1 basis set. Lower: Gaussian pVTZ basis set.
Left: RHF density. Right: CISD density.

Figure 3. Atomic density deformations of nitrogen (left) and
the molecular deformation (right) in ammonia. Contour values
in au: 0.150, 0.125, 0.100, 0.075, 0.050 (red); -0.075, -0.050
(blue).

Figure 4. Oxygen deformation (left plates) and molecular
deformation (right plates) in water (upper), formaldehyde
(middle), and carbon monoxide (lower). Contour values in
au: 0.150, 0.125, 0.100, 0.075, 0.050 (red); -0.075, -0.050
(blue).
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with nearly cylindrical symmetry placed where the C-H and
C-C bonds are expected to be. Moreover, a comparison
between Figures 2 and 6 renders evident the close similarity
of the C-H σ-type charge deformation in methane and
ethane.

In ethylene, besides theσ-type deformation characteristic
of the C-H bonds, there is a strong charge accumulation,
with upward and downward distortions, in the middle of the
C-C line as well as charge depletions above and below the

molecular plane near the carbons. Again, the density
deformation parallels known properties. Theπ character is
evident from the asymmetry (ellipticity6) of the charge
distribution, and the large rotational barrier around the C-C
bond can be attributed both to this distortion and to the charge
depletions, which must generate forces that hinder the
movements of the hydrogens out of the plane.

The density deformation of acetylene shows the two C-H
σ bonds and a strong charge accumulation of cylindrical
symmetry in the C-C line, accompanied by two perpen-
dicular rings of charge depletions centered in the carbons.
This structure is characteristic of the C≡C triple bond, but
it also appears (with quantitative but not qualitative changes)
in triple bonds involving other atoms, as it can be seen, for
instance, in case of carbon monoxide, Figure 4.

5.3. Aromaticity. The chemical notions of a delocalized
cloud and aromaticity are also reflected in the density
deformations. For high deformation values, contour surfaces
of aromatic molecules show only the charge concentrations
associated with the skeleton of conjugated double bonds
(intermediate between single and double), as well as those
of their σ bonds. If that contour value is lowered in order to
follow the corresponding evolution of the charge accumula-
tion, one observes the growth of upward and downward
protuberances in the middle of the double bond. Additional
lowering shows that the protuberances tend to acquire a shape
like two mushrooms placed at opposite sides. In aromatic
compounds, the tops of adjacent mushrooms tend to join each
other, forming a sandwich cloud that encloses the deforma-
tions of the internal skeleton. On the contrary, in nonaromatic
compounds, this joint does not occur.

Figure 7 shows the contour surfaces of values( 0.001
for the deformations of benzene, anthracene, and diphenylene

Figure 5. Atomic deformation of oxygen (left plates) and molecular deformation (right plates) in methanol (upper), dimethyl
ether (middle), and phenol (lower). Contour values: ( 0.150, ( 0.125, ( 0.100, ( 0.075, ( 0.050 au (red: positive. blue:
negative).

Figure 6. Density deformation of ethane (upper), ethylene
(middle), and acetylene (lower). Contour values: 0.075, 0.050,
( 0.025 au (red: positive. blue: negative).
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(note that this contour value is much lower than those
previously chosen). It can be seen that the external cloud in
benzene and anthracene is delocalized over all the molecule,
while in diphenylene, it extends separately over each benzene
ring. Clearly, the density deformations allow us to visualize
this chemical notion in a neat manner.

5.4. Atoms in Molecules.The strong differences between
the shapes of the density deformations associated with the
differentclassesof a given atom may induce (see Figure 4,
for instance) one to think that atoms, in the usual meaning
of the term, cannot be distinguished in molecules, contradict-
ing the intuitive notion of molecules as composed by slightly
deformed atoms. The point to be stressed here is that the
values of density deformations (typically about 10-2 au or
less) are several orders of magnitude smaller than those of
the spherical terms and that it is in these latter where the
identityof the atoms resides. To illustrate this fact, we depict,
in Figure 8a, the spherical radial factors,f00(rO), of oxygen
in a set of molecules covering the different classes of oxygen
discussed above together with the radial factor of the isolated
atom in its ground state. Note that the differences are so
small in the scale of the figure that all the oxygen atoms
seem to have the same spherical radial factor. To make
perceptible these differences, we also present, in Figure 8b,
the usual radial distributions, 4πrO

2 f00(rO), that enhance the
resolution in the valence zone.

Now, one can observe that all of the atomic radial
distributions of oxygen are greater than that corresponding

to the isolated atom (evincing the charge transfer toward the
O), but the differences among them are still very small.

5.5. Functional Groups.A notion related to theclassand
identity of an atom is that of thefunctional group. As
remarked above, atoms of the same class can be identified
from the resemblance of both their spherical averages and
atomic deformations. In functional groups, this resemblance
extends to the whole set of atoms forming the group, thus
giving fragments with similar densities in different molecules.
According to Sections 2 and 3, these fragments will
contribute in almost the same way to the chemical behavior
of the molecules. Figure 9 illustrates the density deformation
of the carboxylic group of formic and benzoic acids. These
pictures render evident the resemblance of the group
deformations of-COOH in these significantly different
environments, the very small differences between both
pictures being illustrative of the smallness of the environ-
mental effects.

Once again, another basic notion of empirical chemistry
is supported by the density structure in a nice manner.

6 Final Comments
When the total one-electron density distribution of a molecule
is examined, nothing about classic chemical notions is
apparent.6,7 There are no lone pairs, no distinct chemical
bonds, noπ clouds, and so forth. This occurs because the
molecular density is so largely dominated by the spherical
terms of its constituent atoms that the chemically relevant
structure is completely masked. However, when the spherical
terms are removed, the fine structure of the molecular density
becomes evident and, from its analysis, there emerges a

Figure 7. Molecular density deformations in benzene (upper),
anthracene (middle), and diphenylene (lower). Contour values
( 0.001 au.

Figure 8. Comparison of the radial factors of spherical terms
of oxygen in different molecules. (a) f00(r), (b) radial charge
densities, 4πr2 f00(r).
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picture that reflects and supports all the intuitive notions of
the empirical chemistry.

The reason for this is clear from the standpoint of the
Hellmann-Feynman (electrostatic) theorem: chemical forces
only depend on electron density, and the physical effects
determine the chemical behavior through their influence on
the density. Moreover, the spherical parts of the atomic
density, along with the nuclei charges, cannot lead to stable
systems, and consequently, these cannot play the main role
in the explanation of the chemical behavior. This behavior
is determined by the small nonspherical deformations of the
density at the same time that it is described by the empirical
notions of chemistry. Chemical notions and nonspherical
density deformations must be related to each other, and they
actually are.

In this work, a systematic study of the density deformations
of several tens of molecules has been summarized. This study
has been aimed at analyzing whether, and eventually how,
these deformations reflect Lewis’ structures and other basic
concepts of empirical structural chemistry.

The theoretical support of this analysis lies on the
extremum condition and the Hellmann-Feynman theorem.
It has been remarked that the explicit relationship between
density, force, and energy, previously reported in the
framework of the DAM method, can be extended in a
straightforward manner to almost any other method for the
analysis of density. In particular, we note that, for every
molecular partition of the electron density into atomic
contributions, the spherical averages can be separated from
the rest. In this way, atomic, group, and molecular deforma-
tions can be defined without invoking any external reference
such as the density of isolated atoms. Moreover, it was also
noted that this separation facilitates both the description of
the energy changes in terms of forces and the forces in terms
of density. Bearing all this in mind, we have carried out a
detailed discussion on the interatomic forces, in the context
of the electrostatic theorem, that evinces the basic role played
by small density deformations in chemical behavior, and
which supports the idea that these deformations are related
to the basic notions of chemistry.

For the practical determination of these relationships,
reasonably good densities were computed for a number of
representative molecules, using Slater basis sets58 with
SMILES,63 and these densities were analyzed with the DAM
package.31

As illustrated in Section 5, molecules were classified
according to their conventional structures (having lone pairs;
single, double, or triple bonds; etc.), and their density
deformations were depicted and compared. The density

deformations thus obtained show clear and characteristic
structures associated with every classical notion, the cor-
respondence being so tight that it seems possible to accurately
predict (with a suitable parametrization of the deformations)
the density of molecules from their conventional chemical
formulas.

The appearance of such a close relationship between
chemical notions and density deformations gives us sensible
grounds to regard the traditional chemical language as a
symbolic representation of the density deformations respon-
sible for chemical behavior. From this perspective, it is both
gratifying and amazing to confirm that chemists, on the basis
of macroscopic data alone and being guided just by their
intuition, were able to create this symbolic language almost
a century before these deformations were studied.

This work has been circumscribed to the study of density
at the equilibrium conformation, but as remarked above, even
more important is how to characterize the evolution of
density along conformational and reactive changes. We are,
at present, carrying out an analysis of the derivatives of
density with respect to nuclear coordinates and exploring
the fit of multidimensional energy surfaces and forces in
terms of the density, with practical applications in molecular
dynamics, spectroscopy, and molecular mechanics. The
preliminary results are encouraging and will soon be reported.

A beta version of the DAM codes used in this work is
available upon request at rafael.lopez@uam.es.

Appendix
In the linear combination of atomic orbitals context, one-
electron density has the expression

whereA, B, and so forth label the nuclei, centered respec-
tively atRA, RB, and so forth;a, a′, b, andb′ label the subsets
of the basis functions,øa(rA), øb(rB), and so forth; andrA )
r - RA, rB ) r - RB.

In the DAM method, the atomic fragments are defined
by

The first contribution contains the one-center distributions
placed atRA. The second one is obtained by partitioning the

Figure 9. Accumulated density deformations of the -COOH group in formic acid (left) and benzoic acid (right). Contour values
in au: 0.150, 0.125, 0.100, 0.075, 0.050 (red); -0.075, -0.050 (blue).

F(r ) ) ∑
A

∑
a

∑
a′

Faa′ øa(rA) øa′(rA) +

∑
A

∑
B*A

∑
a

∑
b

Fab øa(rA) øb(rB) (44)

FA(rA) ) ∑
a

∑
a′

Faa′ øa(rA) øa′(rA) + 2 ∑
B*A

∑
a

∑
b

Fab dab
A (rA)

(45)

Chemical Notions from the Electron Density J. Chem. Theory Comput., Vol. 1, No. 6, 20051093



two-center distributions into minimally deformed components
assigned, respectively, toA andB:

The minimal deformation criterion used in this partition and
its practical implementation have been detailed elsewhere.29-31

Finally, each atomic fragment of eq 45 is expanded in
regular harmonics centered in its nucleus, so that the whole
density becomes

If one regards these fragments as (pseudo-) atoms, it is
clear that the terms withl ) 0 can be associated with the
spherical parts of the atomic clouds and the remaining ones
with the deformations caused by the environment. The
spherical parts contain the whole electronic charge of the
molecule and are largely dominant. The remaining terms
determine the atomic dipoles (l ) 1), quadrupoles (l ) 2),
octapoles (l ) 3), and so on. As proved in our previous
works,29-31 these terms are small and quickly decreasing
with l.

From these equations, it is evident that the DAM method
is basis-set-dependent, and in fact, it will lead to meaningless
results for highly unbalanced basis sets, such as strictly one-
center ones. Nevertheless, when reasonably good basis sets
are used, the results are qualitatively independent of the
particular basis set chosen, the quantitative changes in density
deformations being rather small, as it was illustrated in Figure
2.
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Abstract: We make use of the Quantum Theory of Atoms in Molecules (QTAM) to partition the

total energy of a many-electron system into intra- and interatomic terms, by explicitly computing

both the one- and two-electron contributions. While the general scheme is formally equivalent

to that by Bader et al., we focus on the separation and computation of the atomic self-energies

and all the interaction terms. The partition is ultimately performed within the density matrices,

in analogy with McWeeny’s Theory of Electronic Separability, and then carried onto the energy.

It is intimately linked with the atomistic picture of the chemical bond, not only allowing the

separation of different two-body contributions (point-charge-like, multipolar, total Coulomb,

exchange, correlation, ...) to the interaction between a pair of atoms but also including an effective

many-body contribution to the binding (self-energy, formally one-body) due to the deformation

of the atoms within the many-electron system as compared to the free atoms. Many qualitative

ideas about the chemical bond can be quantified using this scheme.

I. Introduction
Quantum chemistry is a successful theory, able to predict
global properties of molecular species, such as binding
energies, molecular geometries, spectra, etc., very accurately.
However, its main results, the wave function of the molecule
and its associated energy, are difficult to correlate to such
cornerstone chemical concepts as individual atoms, functional
groups, and the bonds and interactions among them. To build
a connection between quantum results and chemical concepts,
there have been proposed many different a posteriori analyses
of these results that extract chemical information with
different degrees of success: concepts such as atomic
charges, bond orders, bond energies, ... have already reached
textbook status.1 Particularly, the partition of the total
molecular energy into chemically meaningful components
has deserved a lot of attention over the years2-8 and is still
today a rather active research topic.9-15

Among the many energy partitioning schemes already
proposed in the literature, some rely on orbital descriptions

and the characteristics of the LCAO method to define the
fragments, so that the components of the energy can be either
directly extracted or else computed from the intermediate
properties that have to be evaluated in this type of calculation.
However, this makes them dependent on the particular model
elements used on the calculations (basis sets, for example).
Some partitions define unphysical intermediate states to be
used as a reference to compare with the global calculation,
so that the binding process can be conceptually divided into
different steps.3,4,6,9,10There is an ongoing controversy about
this point, whether to focus on the final, bonded state or on
the evolution from an initial, unbonded state, to understand
the chemical bond. They can be considered to provide
complementary views of the same concept, although it is
difficult to compare them and understand the origin of the
different terms on physical grounds.

These analyses suggest that the energy partition of a
molecular system should fulfill some key conditions to be
of general interest. We propose the following.

A good energy partition should be a useful tool for
chemists and must be theoretically sound. It has to provide

* Corresponding author phone:+34 985105017; e-mail: miguel@
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a means to identify the atoms and functional groups within
the molecule, which have to be transferable. This requirement
will make it consistent with the fact that atoms and functional
groups retain, albeit partially, their identity in the molecule.
This fact also points to the molecular binding energy as a
better chemical indicator than the total energy, which
contains large atomic contributions. To describe the chemical
bond, the partition should also give detailed definitions of
the interactions among atoms, functional groups, and mol-
ecules. Finally, the partition should be derived from the
molecular wave function without resort to the approximations
involved in its calculation. It must be unique and exhaustive
and should recover the exact quantum chemical energy of
the system.

In this article, we propose an energy partition scheme
according to the requirements posed above. Thus, we
partition the energy of the molecule with atoms as chemically
meaningful fragments. Each atom consists of its nucleus and
its 3D atomic basin as defined in the Quantum Theory of
Atoms in Molecules (QTAM) of Bader and co-workers.8 This
induces a partition of the one- and two-electron density
matrices, which is carried onto an exhaustive partition of
the total energy. The elements of this partition were already
proposed by Bader8 and have been used in different ways
by others.16,14 However, the recent development of a fast
algorithm to compute the two-electron integrals (O(N4)
instead ofO(N6) for the numerical quadrature of the two-
center case),17 together with a means to simplify them for
correlated calculations (O(N2) instead ofO(N4) in the two-
electron density matrix expansion),18 have made it now less
computationally intensive to perform this analysis in practice.
In addition, the arrangement of the terms in our partition
differs from the previous ones: in order to avoid having
large, mutually canceling energy terms, we have rearranged
them following the spirit of McWeeny’s Theory of Electronic
Separability (TES),19 a Hilbert-space (as opposed to real-
space) approximate partitioning of the energy into strongly
orthogonal interacting electron groups. We note here that
we need not restrict ourselves to QTAM’s partition, not even
to space partitions, and we can talk about general 1- and
2-matrix partitions, as pointed by the work of Ruedenberg.2

Such a generalization and the comparison of different
partitioning schemes will be the subject of a forthcoming
article.

The scheme of this paper is as follows. First, we introduce
the energy partition in section II. Then, we present a thorough
energy analysis of the hydrogen molecule, to introduce the
concepts within a particular example, followed by a com-
parison of the different contributions in several molecules
representative of different traditional bonding types. Finally,
in section IV we give our conclusions and a plan for future
work.

II. Energy Partition: Theory

In this section we present the theoretical aspects of the
QTAM energy partition that we propose. First, we partition
the density matrices and show how the different contributions
can be evaluated. Then, we show how the rearrangement of

these contributions into one-atom and two-atom terms gives
an appealing chemical image with strong physical grounds.
Later, we examine the one-atom terms and their relation to
binding, and we will finish this section with a further
decomposition of the two-atom terms through the second-
order density matrix.

A. Density Matrices and Energy Partition. Let us
assume that we know the many-electron wave functionΨe

with the desired accuracy, and from it we construct the first-
(nondiagonal) and second-order (diagonal) density matrices

where thex vectors include spatial and spin coordinates, 1,
2, ... representx1, x2, ...within density matrices andΨe, and
Ne is the number of electrons. These density matrices suffice
to compute the expectation value of the electronic wave
function within the Coulomb Hamiltonian scheme (atomic
units)

Here is understood that the prime superscript is removed after
the operators act on functions but before performing the
integrations.ĥ is the usual monoelectronic operator contain-
ing kinetic energy (T̂) and nuclear attraction (Û) operators,
while r12

-1 is the interelectronic repulsion, thus defining the
global propertiesh and Vee. To obtain the total Born-
Oppenheimer energy of the molecule, we have to add the
internuclear repulsion,E ) Ee + Vnn, which can be easily
computed as

whereZX is the nuclear charge of atom X andrAB is the
distance between atoms A and B.

Since Vnn has a quite clear two-body partition, the
partitioning ofE requires that ofEe, which we will carry on
through a partition of the density matrices. To this end, we
introduce QTAM’s partition of real space:8 atomic basins
Ω are defined as the 3D attraction basins of the gradient
field of the electron density,∇F(r ), which are bounded by a
zero local flux surface of this field (∇F(r )‚n(r ) ) 0 for r ∈
S(Ω), wheren(r ) is a vector normal to the surfaceS(Ω)).
These basins usually contain one and only one nucleus and
are easier to handle by defining a Heaviside-like basin step
function

Notice that, since QTAM’s partition is exhaustive,∑AΘA )
1. Using this identity, we partition the first-order density

F1(1;1′) ) Ne∫Ψe(1, ‚‚‚, Ne)Ψ*e(1′, 2, ‚‚‚, Ne) dx2 ‚‚‚ dxNe

(1)

F2(1, 2)) Ne(Ne - 1)

∫Ψe(1, ‚‚‚, Ne)Ψ*e(1, ‚‚‚, Ne) dx3 ‚‚‚ dxNe
(2)

Ee ) h + Vee) ∫∞
ĥF1(1;1′) dx1 +

1
2∫∞∫∞

F2(1, 2)r12
-1 dx1 dx2 (3)

Vnn )
1

2
∑
A*B

Vnn
AB )

1

2
∑
A

∑
B*A

ZAZB

rAB

(4)

ΘΩ(1) ) {1 if r1 ∈ Ω
0 elsewhere

(5)
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matrix into atomic contributions

This induces a partition in all monoelectronic properties,
since

In particular, sinceĥ ) T̂ + Û

The atomic kinetic energy,TA, is at the origin of QTAM’s
partition.8 The zero-flux definition of the atomic basins
ensures that both kinetic energy operators (-∇2/2 and∇∇′/
2) have the same expectation value (by making the momen-
tum operator hermitian within the bounded region),20 giving
a kinetic energy,TA, which is transferable21 and that fulfills
an atomic virial theorem.22 Bader8 used this theorem to
partition the total energy in atomic (one-body) contributions,
E ) -T ) -∑ATA ) ∑AE(A) in his notation. The use of
this one-body partition, while successful, is at the core of
many criticisms of the theory. Particularly, this is only valid
at equilibrium (where 2T + V ) 0), unnecessarily restricting
the scope of the partition. It also hides the interatomic
interactions within a single additive contribution, interpreting
atomic energies as kinetic energies only. Thus, we will not
use this scheme in what follows, allowing for nonequilibrium
geometries and interaction contributions.

Regarding the electron-nucleus attraction, its operator is
defined as

and thus

where

is the electrostatic interaction energy between electrons in
basin A and the nucleus of atom B. When A) B, this is an
intra-atomic (one-center/body) nuclear attraction, whereas
when A* B this is an interatomic (two-center/body) nuclear
attraction, monoelectronic in both cases. It is to be noticed
that, since it involves different types of particles, it does not
include the 1/2 prefactor of eq 4 and also thatVen

AB * Ven
BA in

general, since bothZ and F(r 1) within each basin can be
different for the two atoms. Note that the order of sub- and
superscripts does matter, i.e.,Ven

AB ≡ Vne
BA * Ven

BA ≡ Vne
AB.

Unfortunately, a monoelectronicF1(1;1′) partition does not
provide a partition for the bielectronicF2(1, 2). However,
Li and Parr23 showed that ifF ) FA + FB ) ΘAF + ΘBF
(with arbitraryΘX weighting factors in their general case),
then a partition for the second-order density matrix that
preserves the physical meaning of all energy contributions
in the global and both in the intra- and interatomic cases is
F2

AB(1, 2)) F2(1, 2)ΘA(1)ΘB(2) or, symmetrizing,F2
AB(1, 2)

) F2(1, 2)‚(1/2)[ΘA(1)ΘB(2) + ΘB(1)ΘA(2)]. Both expres-
sions give the same symmetric energy results, since ther12

-1

operator is hermitian, but only the latter fulfillsF2
AB(1, 2) )

F2
BA(1, 2). Let us notice that within McWeeny’s scheme,19

F2
AA(1, 2) is allowed to include as much correlation as

needed, butF2
AB(1, 2) is restricted to Coulomb and ex-

change terms only, making it approximately valid only in
the case of weakly correlated electron groups. In this regard,
our partition makes no approximation or assumption beyond
those needed to obtain the wave function, and thusF2

AB(1,
2) can be fully correlated.

Using this partition,F2 ) ∑A,BF2
AB, we can partition the

two-electron energy as

Here we have defined, on one hand

the total intrabasin interelectronic repulsion, coincident with
Bader’sVee(ΩA,ΩA), but on the other hand

the total interbasin interelectronic repulsion interaction, which
is twice theVee(ΩA,ΩB) defined by Bader (see ref 8). In this
way, intrabasin components represent total contributions, but
the interbasin components represent interaction contributions,
which have to be halved afterward to avoid double-counting
in the global properties. This completes the partition of the
total energy using QTAM’s zero-flux atomic basins, which
we have recast into a density matrix partitioning scheme so
that it can be easily compared with other atomic parti-
tions.19,23 The next subsection is devoted to rearrange all of
these energy terms into chemically meaningful contributions.

B. QTAM Energy Partition. We have several contribu-
tions to the total energy:TA, Vnn

AB, Ven
AB, andVee

AB (A ) B or
A * B). All of them have in fact been previously described
in the literature, although only the first three have been
widely used due to the extremely high computational
resources needed to evaluate the two-electron integrals. The
situation has changed with the recent development of a fast
algorithm to evaluate these integrals,17 and thus all of the
contributions can now be used in the partition of the total
energy. However, they convey a much finer partition than
needed and present an important drawback: these properties

F1(1;1′) ) ∑
A

F1
A(1;1′) ) ∑

A

F1(1;1′)ΘA(1′) (6)

O ) ∫∞
ÔF1(1;1′) dx1 ) ∑

A
∫∞

ÔF1
A(1;1′) dx1 )

∑
A
∫∞

ΘA(1′)ÔF1(1;1′) dx1 ) ∑
A
∫ΩA

ÔF1(1;1′) dx1 ) ∑
A

OA

(7)

h ) ∑
A

hA ) T + U ) ∑
A

TA + ∑
A

UA (8)

Û ) ∑
B

V̂en
B ) -∑

B

ZB/r1B (9)

U ) ∑
A

UA ) ∑
A

∑
B

Ven
AB (10)

Ven
AB ) ∫ΩA

V̂en
B F1(1;1′) dx1 ) -∫ΩA

F(r1)Z
B

r1B
dr1 (11)

Vee)
1

2
∫∞∫∞∑

A,B

F2
AB(1, 2)r12

-1 dx1 dx2 )

∑
A

Vee
AA +

1

2
∑
A

∑
B*A

Vee
AB (12)

Vee
AA ) 1

2∫ΩA
∫ΩA

F2(1, 2)r12
-1 dx1 dx2 (13)

Vee
AB ) ∫ΩA

∫ΩB
F2(1, 2)r12

-1 dx1 dx2 (14)
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have very large values when compared with the binding
energy of the molecule, which can be several orders of
magnitude smaller. This comes from an almost exact
cancellation of the different contributions and has a clear
physical meaning, as we shall shortly see.

Instead of using these terms as such, we will reorganize
them according to McWeeny’s ideas. Thus, we first gather
all of the monatomic (effective one-body) contributions in
what we call the atomic net energy

containing all of the contributions from the particles ascribed
to atom A. Then, we define an interatomic interaction energy
by collecting all of the two-atom (two-body) contributions

This includes all interaction potential energies of particles
ascribed to atom A with particles ascribed to atom B and is
symmetric with respect to the AT B interchange (notice
that Vne

AB ) Ven
BA).

Using these net and interaction energies, the total energy
of the molecule can be written as

This is the main equation in our partition scheme, which
states that the total energy of a molecule can be exactly
partitioned in net energy contributions, one-body self-energy
terms which carry all of the intra-atomic contributions
(kinetic, nuclear attraction, and two-electron repulsion within
the atom), and interaction energy contributions, two-body
pairwise additive terms including all interparticle potentials
(nucleus-nucleus, nucleus-electron, electron-nucleus, and
electron-electron). Although they are not going to be used
in this study, it is also interesting to define, following
McWeeny, the effective energy of a given atom

which contains all the A-dependent terms in eq 17, and also
what we call the additive energy of an atom

whose value is in the recovery of the total energy by a simple
sum,E ) ∑AEadd

A .
Equation 17 has many interesting properties. First, it is

equally valid for molecules and extended systems, where the
energy per unit formula will be just computed by summing
up the additive energies of the atoms in this unit formula;
thus, the only infinite (but convergent) summation involved
is the one over interactions with all B* A atoms in eq 19.
Moreover, eq 17 is the same one successfully used in
semiempirical atomistic simulations (solid and liquid state,
but also gas phase) over the years,24-26 in which the focus
is in the pairwise terms, assuming that the self-energies of

the atoms do not change much within the particular simula-
tion and can thus be ignored as a constant. In fact, this
partition includes also the many-body effects through the
electron density matrices, derived from the many-body wave
function, so that the net and interaction terms should be more
properly called effective one- and two-body. It is also behind
the size extensiveness of the total energy, which is at the
heart of order-N scaling algorithms: the net energies are local
and simply additive, while the interaction energies are usually
of short-range, mainly with the nearest neighbors, and thus
half of their sum (their contribution to the additive energies)
for a given atom also represents a local term to the energy
of an extensive system. This equation is also equivalent to
eq 2 in ref 14, although these authors used a Hartree-Fock
scheme.

Compared with other partition schemes, eq 17 has also
the same form as those derived from McWeeny’s energy of
interacting electron groups19 when they are variationally
optimized,27 and it can also be shown to be equivalent to
that by Li and Parr,23 as we shall see below. Let us also
recall that, unlike Bader’s original scheme based in kinetic
energies only, our scheme is not linked to the equilibrium
nuclear geometry and can be used to analyze any point in
the potential energy surface, thus being very valuable in
understanding kinetics and reaction barriers, for example.

Given the simple form of eq 17, we can also group together
several atoms to form functional groups. Let us consider the
system formed by several groups of atoms,G, H, ... We can
define the net energy of a group by adding the net energies
of its constituents and their intragroup interactions (counted
once each)

We can also define the interaction between two groups by
adding all the interactions of atoms in one group with atoms
in the other

In this way, the total energy can be recovered from these
net and interaction group energies as

an expression completely equivalent to that for atomic
contributions, eq 17. Thus, inasmuch as a functional group
is unchanged from system to system, its net energy will
remain constant, and it will be its interaction energy with
other groups the one governing the combined system
behavior. In covalent, organic molecules, the intergroup
interaction will be typically dominated by a single bond
between the group and the backbone of the molecule, and
whenever this bond is more or less equivalent to those of
other possible substituents, we have the classical additive
character of the energy with respect to the interchange of
functional groups.28 Another important possibility is for the

Enet
A ) TA + Ven

AA + Vee
AA (15)

Eint
AB ) Vnn

AB + Ven
AB + Vne

AB + Vee
AB (A * B) (16)

E ) ∑
A
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A +

1

2
∑
A

∑
B*A

Eint
AB (17)

Eeff
A ) Enet

A + ∑
B*A

Eint
AB (18)

Eadd
A ) Enet

A +
1

2
∑
B*A

Eint
AB (19)

Enet
G ) ∑

A∈G
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A +

1

2
∑
A∈G

∑
B*A
B∈G

Eint
AB (20)

Eint
GH ) ∑

A∈G
∑
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Eint
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G
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G +

1

2
∑

G
∑
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GH (22)
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groups to be entire molecules, in which case the net energies
will be the proper energies of each molecule, and the
interaction will be the intermolecular interaction, thus treating
on equal footing the intra- and intermolecular interactions.

Up to this point, we have mostly fulfilled the program
stated in the Introduction for a good energy partition. We
are able to identify atoms and functional groups, which are
transferable (as shown by Bader8). The energy contains a
clear description of interactions, very intuitive since it is
given in terms of the Coulombic interactions of the constitu-
ent particles of each atom, and which is equally capable of
describing intermolecular interactions. In practice, the parti-
tion only needs the nuclear geometry and a wave function
(or, equivalently, the nondiagonal first-order and the diagonal
second-order density matrices), and thus it is a physical
property of the system, as accurate as the wave function being
used. A final point remains to be fully justified, that is, how
the binding energy arguments can be cast into this new
language. This will be addressed in the next subsection.

C. Atomic Self-Energy and Deformation Energy.It is
clear that the net energy is the quantity carrying the atomic
identity from system to system: the core and the internal
valence are not going to change much for a given atom in
different systems, and thus their kinetic energies, the attrac-
tion by its atomic nucleus, and the electron-electron
repulsion (including correlation) are going to be largely the
same. Thus, we could take the net energy of an atom (or
functional group) in a given environment as a reference when
comparing the same atom in different environments, and its
changes will be very small, while those in the interaction
energy will be larger. This can be beautifully explained using
an argument by Li and Parr.23 For a given atom or functional
group, we can see the influence of the rest of the system as
a nonlocal potential acting over it. When the chemical
environment changes (provided there is not a large charge
transfer), we can estimate the effective energy change
through the Hellmann-Feynman theorem as

up to first order, whereF0
A is the atomic density in the

original environment. Since the potential change only affects
the interaction energy, the net energy will remain mostly
constant (up to first order) for small and moderate changes
in the environment of a given atom or functional group.
However, if the environment change is large, there are several
factors through which the net energy can change: (i) charge
transfer, (ii) electronic reorganization within the atomic basin,
and (iii) a change in the interatomic surface.

The net energy contains all of the energy contributions
that are already present in an isolated atom, and so the free
atomic energies are comparable in order of magnitude. This
fact can be exploited by taking our net energy reference as
that of the atoms in vacuo, thus defining what we call the
atomic deformation or reorganization energy

We label this as deformation since it takes into account the
deformations in the atomic density on going from the free

state into the combined system. This labeling is appropriate
when there is a change in shape of the density or the atomic
basin, but its larger component, by far, comes from charge
transfer when this is present. For very ionic systems, the
reference can be set in the isolated ions, for example, but
for intermediate systems (partially ionic) there is usually no
isolated-atom system that can be taken as a faithful reference.
Nevertheless, the net energy does not change between similar
environments even for cases where there is no close enough
reference, and this constancy can always be exploited by
taking as reference a nonisolated atomic net energy. How-
ever, there is an important property to be drawn from the
deformation energy with respect to the isolated atoms: using
eq 17, the binding energy can be computed as

In this way, all the contributions are usually of the same
order of magnitude as the binding energy itself, since the
large cancellation of the atomic contributions is already
included in the deformation energy, and so the origin of
stability can be easier to rationalize. Thus, one can see the
binding of the molecule as the sum of a deformation energy,
which can be shown to be necessarily positive in homodi-
atomics and is usually positive (depending on the reference)
in any other case, and an interaction energy, that is usually
negative. This can be described as the following virtual
process: the atoms have to raise their energy in order to
form the molecule, but this energy gain is compensated by
a larger energy lowering due to their interaction.

Equation 25 is equivalent to that given in Li and Parr’s
partition scheme,23 where they label the deformation energy
as a promotion energy, in view of the mental process of
molecule formation just mentioned. However, our scheme
differs mainly in two points from theirs. First, theirΘA

weighting factors defining the density matrices’ partition are
diffuse, continuous functions in the general case, instead of
being step functions (they can be analytically shown to
coincide with QTAM’s partition for the H2+ case, but that
is no longer true when the electron-electron interaction
comes in). Second, they put an a priori requirement into the
atomic partition, namely that it gives the lowest possible sum
of the promotion energies (deformation energies in our
language). This is done so that the atoms in the molecule
are energetically as close as possible to the free atoms, but
it really amounts to minimizing the net energy sum (or
maximizing the interaction energy). This requirement defines
the partition into atomic densities, in the same way that the
zero-flux condition defines ours. Many other partitioning
schemes can be introduced by selecting different definitions
for the atomic density weighting factors. In the case of Li
and Parr’s scheme, while the partition can be reasonable for
homonuclear and low polarity systems, it will fail to meet
chemical intuition for highly polar or ionic compounds: since
the promotion energy into ions is very large, the minimization
of the net energies will tend to make all of the atoms in the
molecule neutral, and so the traditional understanding of the
chemistry of these compounds as coming from a large
charge-transfer compensated by a larger electrostatic energy

∆Eeff
A = ∫A

∆V̂F0
A (23)

Edef
A ) Enet

A - Evac
A (24)

Ebind ) E - ∑
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A
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A +

1

2
∑
A

∑
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lowering will be lost. This is not the case in our partition,
where we choose the atomic weighting functions according
to the topology of the electron density. Thus, a charge transfer
will be predicted whenever the electron density rearranges
in that way and not through an energy criterion.

A final word on the energy references is necessary. It is
the behavior of the net energy, which should not change
much for an atom across similar compounds, that gives the
partition its meaning, and not the reference used to define
the deformation energy. The effect of the reference is to shift
the atomic energies by a constant, and it is only introduced
for convenience in comparing the net energies of an atom
in different compounds with a common level and in
understanding binding energies.

D. Interatomic Interaction Energy. As already men-
tioned, the interaction energy provides a very intuitive
definition of the interaction between two atoms, including
all of the pairwise interparticle contributions:Vnn

AB, Vne
AB,

Ven
AB, Vee

AB. It is thus based on the physical interaction
between the two systems, fully taking into account the
quantum nature of the electrons through the use of the
second-order density matrix in the electron-electron repul-
sion. It also does not make any a priori distinction between
bonded (i.e. atoms connected by a chemical bond), non-
bonded, or even intermolecular interactions, treating all of
them on the same basis. Of course, the ranges of interaction
energy values will be different for each of these cases and
also for different kinds of bonds. To better understand the
interactions, it is desirable to make a different arrangement
of its components: although the final atomic charges are
usually small, and close to zero in many cases, the nuclear
charges are usually much higher, and also the total number
of electrons. Thus, the above-mentioned terms will be several
orders of magnitude larger than the interaction energy, while
an approximate application of the Gauss theorem ensures
that they will mostly cancel out for neutral systems.

The second-order density matrix admits a natural partition
that facilitates a meaningful rearrangement, as presented in
ref 18. We define the Coulomb term ofF2 as F2

C(r 1,r 2) )
F(r 1)F(r 2) and the Fock-Dirac exchange term asF2

X(r 1,r 2) )
-F1(2;1)F1(1;2). The remainder then defines the correlation
density,F2

corr ) F2 - F2
C - F2

X, and we can also define an
exchange-correlation term asF2

xc ) F2
X + F2

corr, so thatF2 )
F2

C + F2
xc. The total electron-electron interaction in eq 14

can be then partitioned in Coulomb, exchange, and correla-
tion terms

whereτ ) C, X, corr. In this way

where VC
AB coincides with theJAB integral andVX

AB with
-KAB in eqs 10 and 11 of ref 17. Now we can collect all the
classical electrostatic terms in what we call the classical
interaction energy

and thus the interaction energy becomes

sinceVxc
AB ) VX

AB + Vcorr
AB .

The Vcl
AB classical term is the one where the interaction

cancellations occur. Our atoms include both nucleus and
electrons, and they tend to preserve their core and only
partially share, donate, or accept their valence electrons, thus
being neutral or having small charges. In this way,Vcl

AB for
neutral atoms will be negligible if they are well separated,
and it will be positive and larger if they are closer together
(bonded, one could say). Of course, if the atoms are heavily
charged, the charge-charge classical interaction will be the
leading contribution toVcl

AB, positive or negative for same
or oppositely charged atoms, respectively. In any case,Vcl

AB

will always be much smaller than the individual terms in eq
28.

It should be recalled here that, as shown in ref 17, all of
the two-electron interactions can be efficiently computed
through an exact and convergent multipolar expansion of
the energy, and the same scheme is used here for consistency
for the one-electron terms. So, each of the potential energy
contributions, one- and two-electron but also one- and two-
body, can always be written as a multipolar sum. This is
most important for the classical electrostatic terms, where
we can define approximate energy contributions based on
the point multipoles (Ql

A are the order-l spherical multi-
poles of the electron density as defined in eq 26 of ref 17).
In this way, given the total charge of the atom,QA ) ZA -
Q0

A, the leading point-charge (monopolar) term isVQ
AB )

QAQB/rAB. Joining all of the electronic point multipole
contributions, we define the long-range Coulomb termVC,lr

(equivalent toJlr
AB as defined in eq 24 of ref 17). If we

substituteQ0
A f QA within VC,lr, thus including the point

multipole contributions to the electron-nucleus and the
nucleus-nucleus interaction, we obtain the long-range part
of the classical interaction,Vcl,lr

AB , an approximation toVcl
AB.

These long-range approximations will be especially useful
in understanding intermolecular interactions, where they
account for most of the interaction, but they are also valuable
when discussing some intramolecular interactions.

The exchange-correlation contribution to the AB interac-
tion, Vxc

AB, contains all of the quantum terms in the interac-
tion, and it will typically be smaller than the Coulomb term,
VC

AB. However, its importance when compared with the
classical interaction,Vcl

AB, will depend on the type of
interaction between A and B. Although we have further split
the exchange-correlation interaction into exchange and
correlation terms, it should be kept in mind that any such
separation is arbitrary and can produce misleading results.
Nevertheless, our Fock-Dirac-like exchange, based on the
first-order density matrix that can be derived from the
second-order one, is uniquely defined, independent of any
orbital representation, and coincides with the usual exchange
(with zero correlation) in the monodeterminantal limit.

The partition into classical and quantum terms, and
into exchange- and correlation-only terms, can also be
carried on within the intra-atomic contributions by splitting

Vτ
AB ) ∫ΩA

∫ΩB
F2

τ(1, 2)r12
-1 dx1 dx2 (26)

Vee
AB ) VC

AB + VX
AB + Vcorr

AB (27)

Vcl
AB ) Vnn

AB + Vne
AB + Ven

AB + VC
AB (28)

Eint
AB ) Vcl

AB + Vxc
AB (29)

Interacting Quantum Atoms J. Chem. Theory Comput., Vol. 1, No. 6, 20051101



F2 as above, thus defining

where τ ) C, X, corr. This is analogous to eq 13, but it
should be noticed thatVC

AA andVX
AA so defined are half of

the integralsJAA and-KAA as defined in eqs 10 and 11 of
ref 17 when A) B. In this way,Vee

AA ) VC
AA + VX

AA + Vcorr
AA ,

and we can defineVcl
AA ) Vne

AA + VC
AA and Vxc

AA ) VX
AA +

Vcorr
AA , so that Enet

A ) TA + Vcl
AA + Vxc

AA. However, this
partitioning will not be as useful as that in the interaction
energy, since there will not be any cancellation within the
single basin. Furthermore, the net energy also contains the
electronic kinetic energy, another quantum term with a much
larger value than the exchange-correlation one.

III. Energy Analysis
In this section, we will present the results of our energy
partition scheme for several chemically representative sys-
tems. In the first subsection, we will give a thorough analysis
of the hydrogen molecule, a well understood benchmark with
which to compare any new idea. Then, we will perform a
comparative analysis of N2, H2O, LiF, and He2, molecules
representing apolar covalent, polar covalent, ionic, and van
der Waals bonding types, respectively. Bonding in the
molecules of metallic atoms is not qualitatively different from
covalent bonding, and so we will not include any example,
while hydrogen bonding is a complicated enough issue as
to warrant a separate study.

All of the calculations have used thegamesscode29 to
obtain the wave function and our codepromoldento do the
QTAM analysis and energy partition. The wave functions
have been computed using Hartree-Fock (HF, for H2 and
N2), different levels of complete active space multiconfigu-
ration calculations (CAS[n, m], n active electrons andm
active orbitals: CAS[2,2] for H2, CAS[10,10] for N2,
CAS[6,5] for H2O, and CAS[10,10] for LiF), and full
configuration interactions (FCI, for H2 and He2). The basis
sets used where Pople’s 6-311G(d,p), except for He, in which
a cc-PVTZ Dunning basis set was used. The numerical
integrations inpromoldenusedâ-spheres for all of the atoms,
with radii between 0.3a0 (H in H2O) and 1.6a0 (F in LiF).
Inside these spheres, a 600 points Gauss-Chebychev second
kind radial quadrature and a Lebedev angular quadrature with
74 points were used, considering generalized energy multi-
poles up toL ) 6. Outside theâ-spheres, a trapezoidal radial
quadrature with 500 points and a 1202 angular points
Lebedev quadrature were used, with generalized energy
multipoles up toL ) 10 (see ref 17 for the definition of the
computational parameters and the integration algorithm).
These integrations are enough to obtain the so-called
chemical accuracy, since the errors with respect to the
analytical energies as given bygamesswere always smaller
than 0.33 kcal/mol. All of the calculations were performed
at the respective experimental equilibrium geometries (except
for He2, where an accurate theoretical value is used instead30),
to better compare calculations with different approximate
wave functions.31 We want to stress once more that our
QTAM energy partition does not rely on the virial theorem,

and thus can be used outside of the equilibrium geometry of
the corresponding Hamiltonian. This allows us to obtain the
partition at any point of the potential energy surface, and
we will use it to follow the behavior of the different
components when varying the distance in the H2 molecule
in the next subsection.

A. The Hydrogen Molecule.All of the H2 QTAM energy
partition contributions and their energy components as
defined in section II are gathered in Table 1. The different
columns refer to wave functions of increasing accuracy:
single-determinant Hartree-Fock, two-determinant CAS[2,2],
and multideterminantal full CI. The first block corresponds
to the atomic charge (QA), dipole (Q1

A), and quadrupole
(Q2

A) of atom A (the one in the negativez axis). The second
one contains the different one-atom contributions to the net
energy,Enet

A , together with the atomic deformation energy,
Edef

A (the change in net energy of the atom with respect to
the in vacuo reference), and its∆XA ) XA(H2) - XA(Hvac)
(XA ) TA, Ven

AA, Vee
AA) components. The third block lists the

interatomic interaction energy,Eint
AB, and its decomposition

according to the various schemes proposed in the previous
subsection. Finally, the last block lists the total energy as

Vτ
AA ) 1

2∫ΩA
∫ΩA

F2
τ(1, 2)r12

-1 dx1 dx2 (30)

Table 1: QTAM Energy Partition for H2 at the
Experimental Equilibrium Distance (0.74144 Å), as
Described by Three Different Wave Functionsa

Prop HF CAS[2,2] FCI

QA 16 µe 15 µe 16 µe

Q1
A -0.1021 -0.1068 -0.1064

Q2
A -0.3617 -0.3452 -0.3488

TA 0.5608 0.5805 0.5849

Ven
AA -1.2153 -1.2277 -1.2251

Vee
AA 0.1979 0.1628 0.1532

Vcl
AA -0.8196 -0.8283 -0.8267

Vxc
AA -0.1979 -0.2366 -0.2452

VC
AA 0.3957 0.3994 0.3984

VX
AA -0.1979 -0.1988 -0.1967

Vcorr
AA 0.0000 -0.0378 -0.0486

Enet
A -0.4566 -0.4844 -0.4871

∆TA 0.0610 0.0807 0.0851

∆Ven
A -0.2157 -0.2281 -0.2255

∆Vee
A 0.1979 0.1628 0.1532

Edef
A 0.0432 0.0154 0.0128

Vnn
AB 0.7137 0.7137 0.7137

Ven
AB -0.5974 -0.5975 -0.5975

Vee
AB 0.2619 0.2993 0.2871

Vcl
AB 0.0426 0.0423 0.0423

Vxc
AB -0.2619 -0.2244 -0.2365

VC
AB 0.5238 0.5237 0.5236

VX
AB -0.2619 -0.2522 -0.2510

Vcorr
AB 0.0000 0.0279 0.0145

Eint
AB -0.2193 -0.1820 -0.1942

E (integ) -1.1324 -1.1509 -1.1683

E (analy) -1.1325 -1.1509 -1.1683

∆E 41µEh 40µEh 42µEh

Ebind -0.1328 -0.1513 -0.1687
a Atomic units are used throughout.
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recovered by the sum of the integrated QTAM contributions,
the analytical value as obtained fromgamess, the total energy
integration error∆E ) E(integ)- E(analy), and the binding
energy with respect to the free atom reference.

Let us first address the precision of the numerical
integration: the total charge is always smaller than 2× 10-5

e, while the error in the total energy sum is on the order of
4 × 10-5 Eh. We have found that both absolute errors are
usually related, as one should expect. The main source of
error in the energy lies in its largest term, the intra-atomic
nuclear attraction, and it is related to the discontinuity in
the integrand at the atomic surface: the angular integration
of a discontinuous function introduces a noise related to the
jump in the value of the function at the discontinuity. We
have observed that any error in the estimation of the charge
introduces a proportional error in the nuclear attraction
integral. Thus, one could perform previous exploratory
charge integrations, of orderN3 complexity, to estimate the
order of magnitude of the error in the energy, whose
calculation has anN4 complexity with a much higher
prefactor (also growing with the square of the number of
atoms).

As could also be expected for H2, in which the HF
approximation gives qualitatively correct geometrical results,
the three calculations give a qualitatively consistent picture.
However, HF fails to give accurate enough values for the
kinetic and electron-electron contributions. Simply allowing
the mixing with the (σu)2 configuration (introducing the
antibonding orbitals coming from 1s AOs in the simple
orbital picture) generates a wave function in much better
agreement with the FCI result for this basis set. The
deformation energy in HF is three times larger than in CAS
and FCI, due to two complementary facts: the well-known
dissociation error of HF, which is partially translated into
the equilibrium situation, and the lack of correlation energy
(which in fact mainly corrects for the latter error), of the
same order of magnitude of the overestimation.

The atomic dipoles (Q1
A) correspond to an outward

displacement of the electronic charge, while the quadrupolar
deformation (Q2

A) shifts charge outside from the inter-
nuclear axis. The values are fairly insensitive to the type of
calculation, being almost identical for the CAS and FCI
calculations.

Let us focus on the second block of Table 1, including
intra-atomic contributions. First of all, let us notice thatVee

AA

* 0: although there is one electron on average on each atom,
there is a non-negligible probability of having two electrons
on a given atomic basin. Regarding the net energy (see eq
15) it is clearly seen that it stems from the balance of the
large, negative electron-nuclear attraction, and the somewhat
smaller kinetic (on the order of half the absolute value of
Ven

AA + Vee
AA, even though no virial theorem applies to them)

and electron repulsion positive contributions, all of them of
the same order of magnitude as the net energy itself. The
situation does not change if we define the classical and
exchange-correlation contributions: both are negative but still
of the same order of magnitude as the kinetic energy. This
is inherent to the intra-atomic energies, which always bear
large cancellations. However, as pointed out in the previous

subsection, these large contributions are similar to the free
atom ones, as we can see from the∆XA contributions: they
are an order of magnitude smaller than theXA(H2) values,
except for∆Vee

A . This is due to the special character of the
monoelectronic H atom, with no electron-electron repulsion,
and does not happen in many-electron atoms, as we shall
see below. The increase in kinetic energy, decrease in the
nucleus-electron attraction, and increase in the electron-
electron repulsion are consistent with Slater’s ideas on
covalent bonding:32 electrons in the molecule go faster and
are closer to the nuclei, and the sharing puts them closer
together so that they repel each other more (this will also be
true when the free atomVee

AA is not zero). The intra-atomic
balance still gives a positive deformation energy, which is
almost an order of magnitude smaller than the∆XA values.
This is general and reveals that the deformation energy is a
hard to partition property, coming from a very delicate
interplay of large magnitudes.

Regarding the third block in Table 1, containing the
interatomic interaction contributions, we can see that the
positive and negative (there are two, symmetrical in this
homonuclear case, electron-nucleus interactions) contribu-
tions have all of them the same order of magnitude, and they
mostly cancel to give the interaction energy, smaller than
any of them (see eq 16). However, we see thatVcl

AB is quite
small and very similar in the three calculations (as they are
its components,Vnn

AB, Ven
AB, and VC

AB), while the exchange-
correlation quantum contribution is larger in absolute value
and varies with the amount of correlation energy included.
In fact, it is remarkable that the Fock-Dirac exchange
contribution in correlated wave functions is within 1% (intra-)
and 5% (interatomic, and almost equal for CAS and FCI)
the HF one. Due to this, the correlation interaction energy,
Vcorr

AB , is the main contribution to the differences in the
interaction energies when varying the correlation energy
scheme. This did not happen with the intra-atomic contribu-
tions, where the variations in the density matrices introduced
changes in the kinetic energy and nuclear attraction.

Finally, the total energy, the sum of the net energies of
both H atoms plus their interaction (see eq 17), is clearly a
large number, mainly dominated by the net energies sum.
However, when the binding energy is computed (eq 25), its
value is an order of magnitude smaller than the total energy,
and we also see that its main contribution comes from the
interaction: Eint

AB is about 2.5 times the sum of deformation
energies in the HF case, and about 6 times larger for the
correlated cases. Thus, binding in H2 can be understood
through a small deformation of the H atoms (8 kcal/mol each
in the FCI calculation), compensated by a much larger
interaction energy (-122 kcal/mol), which in turn is domi-
nated by the pure quantum mechanical exchange-correlation
part (-148 kcal/mol versus 26 kcal/mol for the classical
interaction).

It is interesting to compare our HF results with those of
Salvador et al. in ref 14. Although they used a somewhat
poorer basis set (6-31G(d,p), double-ú in the valence instead
of our triple-ú), the main results are equivalent within the
basis set errors. The numerical precision is similar as well
as the net, interaction, and total energies, differing in less
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than 2 mEh. The main difference lies in the kinetic energies,
since our calculation is away from equilibrium to better
compare with the correlated cases, but is nevertheless of
about 4 mEh.

Let us now examine the behavior of the partition for a
wide range of distances using the CAS wave function. In
Figure 1 we have included the net energy, together with its
several components and their possible rearrangements, as
functions of the internuclear distance. The net energy appears
to be flat in this energy scale, with a value of-0.5 Eh for
distances above 1a0. It is clearly seen that all of its
components are large, and not much insight can be extracted
from them. In fact, the main componentsTA andVen

AA stand
out from the rest above and below, respectively, whileVee

AA

is only important at short distances.
It is interesting to follow the independent behavior of

exchange and correlation: the latter seems to go to zero at
short distances, while at large distances exchange and
correlation tend to the same limit. This result is clearly related
to the simple, two-determinantal wave function. At short
distances, with the He atom as limit, the antibonding orbital
goes into a united atomp state, with a quite small contribu-
tion to correlation and hence the wave function will behave
as a single-determinant one, withVcorr

AA = 0. On the other
hand, at large distances the singlet is in fact a 50%
superposition of two independent doublets, leading to this
artificial exchange-correlation partition. So, the separation
into exchange and correlation only makes sense when there
is a dominant determinant, and the correlation contribution
comes from a partial (but not negligible) mixing with other
configurations. In any case, one must remember that this
separation is not uniquely defined. Also, the meaning of the
exchange-correlation term is distorted in the long-distance

regime of covalent (i.e., electron pairing) bonds. In this
regime the system should be properly treated as two separate
and independent subsystems. The dependence introduced to
make a singlet from the two doublets is related to the
quantum entanglement between them: if one of the H atoms
is spin-up, the other is certainly spin-down. It should be
stressed that this is not solvable with a better wave func-
tion: the CAS[2,2] gives the exact solution for this system
in the rHH f ∞ limit within the basis set chosen, since the
1s HF orbital is the exact solution for H.

Although the individual components ofEnet
A are widely

separated, subtracting the infinite distance limit values (free
atoms) transforms these components into the∆XA values,
and the net energy intoEdef

A , as shown in Figure 2. Notice
that the energy scale is much smaller than that in Figure 1
and that all of the curves go to zero asrHH f ∞, but Edef

A is
still almost an order of magnitude smaller than these
components. Let us stress again thatEdef

A is very small
whenever the charge transfer is small, and in general that
Enet

A tends to maintain its value for a given atom up to first
order in the variations of its environment (this fails under
large compression here and also when there is a significant
charge transfer). Figure 2 shows that, at long distances, the
kinetic energy decreases, while the nuclear attraction in-
creases, with respect to the free atom limit. Both trends are
reversed at smaller distances, so that at the equilibrium
geometry (1.4a0) the kinetic energy is larger and the nuclear
attraction smaller than the free atom limit. On the other hand,
the electron-electron repulsion increases monotonically from
zero (one-electron separated atoms) when decreasing the
distance. Adding up all of these contributions, the deforma-
tion energy varies as follows: for distances larger than 5a0,
there are large cancellations and its value is almost zero; in
going from 5 to 3a0, its value increases slightly; between 3
and 1a0 it is almost flat; and finally, below 1a0 it increases
sharply due to the increase of the kinetic energy (that
becomes even steeper than∆Ven

AA) and the steady increase
of the electron repulsion energy. The HF results, shown in
the inset, have a completely different behavior, owing to the
wrong dissociation limit.

Figure 3 represents the H-H interaction energy,Eint
AB,

and its main contributions. All of theVnn
AB, -Ven

AB, andVee
AB

Figure 1. CAS[2,2] net energy (Enet
A , intra-atomic) and its

components for H2 as functions of internuclear distance (rHH).

Figure 2. CAS[2,2] deformation energy (Edef
A ) and its contri-

butions for H2 as functions of internuclear distance (rHH). The
inset shows the corresponding HF values.
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components are monotonic and much larger than the interac-
tion energy itself, with a large cancellation that is most
evident at long distances: all of them fall as 1/rHH with
distance, as expected, but their sum goes to zero much faster,
being the interaction energy negligible above 5a0. This is
precisely the limit in whichVnn

AB is equivalent toVee
AB and to

-Ven
AB and also toVC

AB: at long distance, the point multi-
polar approach is exact, and the long-range (point multipole)
component of the Coulomb interaction,VC,lr

AB , becomes
meaningful and equivalent to the overallVC

AB value, its
leading monopole term being the product of the number of
electrons of each atom (1e) over their distance, 1/rHH.

Figure 4 shows the alternative partition of the interaction
energy into classical and exchange-correlation terms, which
gives more chemical insight: theVcl

AB term is almost zero
for distances larger than 2a0 and largely repulsive below
this point, while the exchange-correlation term is monotoni-
cally attractive. Thus, the interaction energy resemblesVxc

AB

on its attractive part, while its repulsive contribution is
dominated by the classical part at small distances. At the
experimental equilibrium distance of 1.4a0, almost at the
minimum of theEint

AB curve, the classical part is still small,
and the interaction is dominated by the exchange-correlation
part.

Moreover, Figure 4 also includes the separation of
the exchange-correlation interaction energy into exchange-
only and correlation-only contributions. Since the corre-
lation part is much smaller than the exchange part, it is the
latter which dominatesVxc

AB, and through it the attractive
part of Eint

AB and also ofEbind (since Edef
A is positive and

almost flat, Figure 2). Thus, we may say that H2 is mainly
bound by the exchange interaction between the two atoms,
in the same spirit of the Heitler-London original treat-
ment and in accordance with the traditional ideas of co-
valent bonding. It is important to notice that theVX

AB

integral is in fact equivalent to the Heitler-London reso-
nance integral: it is an exchange integral in which each
of the electrons is restricted to a different atom (eq 26),
through the density matrix contributionF2

X,AB(1, 2) )
-F1(2;1)F1(1;2)ΘA(1)ΘB(2). The energy lowering acquired
through this delocalization is responsible for the attractive
force, compensating the electrostatic classical repulsion and
the intra-atomic (deformation) energy increase.

Finally, let us compare the two main components of
binding, the deformation and the interaction energies. Figure
5 presents the binding energy of H2 as computed by
numerical integration of its components within QTAM
(symbols) and analytically withingamess(solid line). They
are almost indistinguishable, the integration error being
always smaller than 0.1 kcal/mol and mostly independent
of the distance. Notice the depth of the well, about 0.15Eh,
and that the energy scale is much smaller than in previous
figures. As already mentioned, the deformation (net) energy
is almost flat between 1 and 3a0, precisely the region of the
minimum, and thus the binding energy minimum is almost
coincident with the minimum of the interaction energy. On
the other hand, since the deformation energy is smaller,
interaction dominates the overall binding behavior above 1
a0, while the repulsion below this point is the sum of both
deformation and interaction.

This picture is not clear at all in the HF results, shown in
the inset of Figure 5. This is again due to the dissociation
problem, which makes the three curves to have differentrHH

f ∞ limits. Notice how the deformation energy is always

Figure 3. CAS[2,2] interaction energy (Eint
AB, interatomic)

and its components for H2 as functions of internuclear distance
(rHH).

Figure 4. Alternative partition of the CAS[2,2] interaction
energy (Eint

AB) into classical (Vcl
AB) and exchange-correlation

(Vxc
AB) contributions for H2 as functions of internuclear dis-

tance (rHH).

Figure 5. CAS[2,2] binding energy (Ebind) partition for H2 as
a function of internuclear distance (rHH). The inset shows the
corresponding HF values. Notice the coincidence of the
numerically integrated (circles) and analytically computed
(solid line) values in both cases.
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positive, as mentioned in subsection IIC for homodiatomics,
but it falls below its apparent long-distance energy. This is
because its value is worse at a very long distance, but not
so much near equilibrium, where the HF determinant
dominates within the exact wave function. On the other hand,
the interaction energy goes to zero much more slowly than
with the CAS wave function: this is due to the exchange
part, which forces a 1/rHH behavior instead of the cancellation
shown by the CAS wave function results. These problems
are the main source of error for the HF wave function, which
nevertheless can give qualitatively correct results when the
depth of the binding energy well is larger (masking the
singlet limit dissociation error) or for noncovalent bonding
cases. Also, the dominant contributions to either the defor-
mation or the interaction energies can usually be correctly
guessed within the HF scheme.

B. Representative Molecules.We will now analyze the
QTAM energy partition on some molecules representative

of different kinds of bonding. The results for N2 (both HF
and CAS[10,10]), H2O, LiF (at their experimental equilibrium
distances), and He2 (at its theoretically predicted30 equilib-
rium distance) are gathered in Table 2. Once again, the total
charge integration errors are small (the largest is the one in
water, with a 0.7 me excess), as are the total energy
integration errors (the largest corresponds again to water,
with a 0.5 mEh defect).

The HF dissociation problem displayed by H2 persists in
N2: the HF binding energy is half its CAS value, the
deformation more than four times larger, and the interaction
is 50% larger in absolute value. In addition, the experimental
geometry is away from the HF equilibrium geometry, and
so the HF calculation is far from being virial-consistent. This
is the reason behind the negative value of∆TN (-0.0140
Eh), since the quantum mechanical molecular calculation
gives 2T + V ) -0.2Eh, with a clear lack of kinetic energy,
whereas the calculation of the isolated atom gives 2Tvac +

Table 2: QTAM Energy Partition on Several Molecules at Their Equilibrium Geometries: Experimental for N2 (1.09768 Å),
H2O (0.95781 Å, 104.4776°), and LiF (1.563864 Å), Theoretical for He2 (5.6 ( 0.05 a0)a

properties N2(HF) N2(CAS) H2O(CAS) LiF(CAS) He2(FCI)

atomic N N O H F Li He

QA 1.4e-4 1.3e-4 -1.0903 0.5448 -0.9299 0.9299 0.000009
Q1

A -0.6218 -0.6269 0.1828 -0.1705 0.3415 -0.0147 -0.000727
Q2

A -0.7014 -0.6608 0.5876 0.0084 -0.1726 -0.0330 -0.004062

TA 54.3857 54.5993 75.3874 0.3968 99.8543 7.3589 2.900972

Ven
AA -129.3892 -129.6904 -184.4199 -0.7517 -243.8116 -16.3471 -6.751391

Vee
AA 20.8630 20.7466 34.3837 0.0447 44.3978 1.7518 0.950394

Vcl
AA -102.4366 -102.5803 -141.5102 -0.6397 -188.8937 -12.9159 -4.702448

Vxc
AA -6.0895 -6.3635 -8.5259 -0.0673 -10.5201 -1.6794 -1.098549

VC
AA 26.9525 27.1101 42.9096 0.1120 54.9179 3.4312 2.048943

VX
AA -6.0895 -6.0899 -8.4137 -0.0519 -10.2325 -1.6483 -1.013100

Vcorr
AA 0.0000 -0.2736 -0.1122 -0.0154 -0.2876 -0.0310 -0.085449

∆TA -0.0140 0.1852 0.5678 -0.1030 0.2985 -0.0732 0.000052

∆Ven
A -1.0352 -1.3133 -6.3206 0.2479 -5.1238 0.7989 -0.000189

∆Vee
A 1.3036 1.1861 5.9043 0.0447 4.7557 -0.5300 0.000464

Enet
A -54.1405 -54.3445 -74.6487 -0.3102 -99.5595 -7.2364 -2.900025

Edef
A 0.2543 0.0579 0.1515 0.1896 -0.0696 0.1956 0.000326

interaction N-N N-N O-H H-H Li-F He-He

Vnn
AB 23.6222 23.6222 4.4199 0.3494 9.1362 0.712697

Ven
AB -22.1174 -22.1327 -4.8922 -0.1434 -10.0462 -0.712554

Vne
AB -22.1174 -22.1327 -1.6458 -0.1434 -6.2778 -0.712554

Vee
AB 19.9235 20.1843 1.6449 0.0539 6.8579 0.711748

Vcl
AB 0.2348 0.2294 -0.2751 0.1225 -0.2836 0.000001

Vxc
AB -0.9239 -0.6883 -0.1981 -0.0059 -0.0463 -0.000664

VC
AB 20.8474 20.8726 1.8430 0.0598 6.9042 0.712412

VC,lr
AB 1.51e3 1.29e3 4.96e4 0.1238 6.8241 0.712412

VX
AB -0.9239 -0.8642 -0.2112 -0.0012 -0.0456 -0.000646

Vcorr
AB 0.0000 0.1760 0.0131 -0.0048 -0.0007 -0.000018

Eint
AB -0.6891 -0.4589 -0.4732 0.1166 -0.3299 -0.000664

global

E (integ) -108.9700 -109.1479 -76.0991 -107.1258 -5.800713
E (analy) -108.9696 -109.1480 -76.0986 -107.1258 -5.800702
∆E -0.0004 0.0001 -0.0005 1.8e-5 -0.000011
Ebind -0.1800 -0.3432 -0.2988 -0.2039 -1.323e-7

a Dipoles are positive when the electrons displace toward the internuclear region, quadrupoles correspond to the z2 spherical component
along the bond (the only nonzero one) except for water in which the main component is written (x2 - y2 for O with z the molecular axis, yz for
H with z the H-O line and yz the molecular plane). Atomic units are used for all properties.
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Vvac ) 0.005Eh. On the other hand, the rest of the HF values
are surprisingly good, being that the correlation energy (both
intra- and interatomic) is the main source of error for this
method. Thus, the HF calculation can indeed be used as a
qualitative guide of the partition results. Overall, the binding
in N2 shows again a relatively small deformation energy
(notice that, in the CAS calculation, it is 36 kcal/mol, 3 orders
of magnitude smaller than the net energy), with a large
interaction energy (-288 kcal/mol). This interaction is again
dominated by the exchange-correlation term, although in this
case the classical term is of comparable magnitude (144 kcal/
mol versus-432 kcal/mol for the former). This is probably
due to the much larger polarization of the N atoms when
compared with the H atoms (see the correspondingQ1

A

dipole values), which is also responsible for the fact that
Edef

N . Edef
H .

Compared with Salvador et al. results,14 our integration
accuracy is here an order of magnitude better, due to the
considerably denser integration grids we used, but the overall
results again agree within the basis set differences (less than
26 mEh for net, interaction, and total energies) for the HF
case.

Let us turn to the H2O molecule. Here, the charge transfer
as obtained by QTAM is quite large, each H atom having
donated more than half an electron to the O atom (notice
that there is a 0.7 me integration excess, the largest on these
calculations, accompanied by a-0.5 mEh total energy error,
also the largest in absolute value). Surprisingly, atomic
dipoles are not very large, nor theQ2

H quadrupole, but the
Q2

O x2 - y2 component is quite large due to the asymmetry
of the molecule. The large charge transfer is responsible for
the large deformation energies (about three times the CAS
entry for N2, for example). In the case of O, the electron
increase induces a large energy lowering through∆Ven

OO, but
this is compensated by a large increase in the interelectronic
repulsion and in the kinetic energy. As mentioned before,
this behavior is consistent with the traditional ideas of
covalent bonding, where there is a charge concentration in
the bonding region, and is also displayed here by the O atom,
which increases its total charge. However, the behavior is
much different in the H atoms, which lose charge. For them,
the kinetic energy decreases and the electron-nucleus
attraction increases from the free atoms situation, owing to
the decrease in the number of electrons, while the electron
repulsion increases slightly from its separated atoms zero
limit.

Regarding the interaction contributions, there is a clear
distinction between the bonded, polar O-H interaction and
the nonbonded, nonpolar H-H interaction. The first one
displays a large and negative exchange-correlation contribu-
tion, as the previous ones considered, but here the classical
interaction is also negative and even larger, in contrast with
the results for H2 and N2. Clearly, this classical interaction
arises from the charge transfer, with a leading point-charge
term VQ

OH ) -0.328 Eh. However, the long-range multi-
polar series does not converge, as shown by theVC,lr

OH

unphysically large value: there is a multipolar overlap
(MPOV) contribution,33 since this is a covalent bond, which
makes necessary the use of the proper short-range accounting

in the r12
-1 multipolar expansion. The overall O-H interac-

tion energy is thus negative and very large, as much as the
one for the traditionally much stronger N-N bond. However,
one must remember that, to get the strongly binding classical
contribution, the atoms have to suffer a charge transfer and
pay a price in an also high deformation energy, so that overall
the N-N bond is indeed stronger even than the two O-H
bonds together.

On the other hand, the nonbonded H-H interaction has a
very different behavior. The exchange-correlation contribu-
tion is almost negligible, while the classical term is larger
and positive. Once again, this is due to the charge transfer,
with the point charge term (VQ

HH ) 0.104Eh) accounting for
most of the interaction. Nevertheless, the short distance
between the H atoms (1.51 Å) still induces a poor conver-
gence of the long-range series, andVC,lr

HH, although not
divergent, is still twice the real value of the interatomic
VC

HH. Of course, nonbonded intramolecular interactions at
larger distances will eventually display a pure long-range
behavior. The sum of the positive classical term and the small
negative exchange-correlation term gives a moderately
positive H-H interaction, as one would expect.

The final balance of binding in the water molecule is
then as follows. The charge transfer induces large and
positive deformation energies (95 kcal/mol for O and 119
kcal/mol for H) and a repulsion between the positively
charged H atoms (73 kcal/mol) that is mostly of classical
origin. However, these positive contributions are more than
compensated by the two very strong O-H negative interac-
tions (-297 kcal/mol each): to a relatively large negative
exchange-correlation contribution (-124 kcal/mol), proper
of covalent systems, it adds a larger negative classical
contribution (-173 kcal/mol), coming from the polar nature
of the bond.

To increase further the polarity of the bond, we have
considered LiF as a molecule widely accepted as ionic. Here,
the QTAM charge transfer is almost the purely ionic one,
with 0.93 e. The fluorine atom (almost a fluoride anion)
polarizes toward the lithium atom (almost a Li+ cation),
which in turn has a very slight outward polarization. This is
consistent with the classical images of polarizable anions
and hard, spherical-like cations.27 In addition, F- is the least
polarizable anion, hence its not so large dipole, and Li+ is
one of the least polarizable cations. There is also a small
quadrupolar distortion along the bond.

The large charge-transfer puts so many electrons into the
F atom that its deformation energy isnegatiVe: the electron-
nucleus energy decrease more than compensates for the small
kinetic energy increase and the electron-electron repulsion
increase. However,Edef

F is small (-44 kcal/mol) when
compared with the much larger positive deformation energy
of the Li atom (123 kcal/mol). The atom losing charge has
negative∆TLi and ∆Vee

LiLi but a much larger and positive
∆Ven

LiLi value (in analogy with the H results in water). In
contrast, both deformation energies are small if we take the
separated ions as reference: the deformation of the fluoride
will be -0.019Eh (-12 kcal/mol), that for Li+ will be 0.013
Eh (8 kcal/mol), and the binding energy will be-0.3361Eh

(-211 kcal/mol, which is larger than the nonionic reference
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Ebind ) -128 kcal/mol, since the separated ions are higher
in energy than the separated atoms). In fact, their roles are
inverted: F- loses charge in entering the molecule, and so
∆T F- and∆Vee

F-F-
are negative for it, with positive∆Ven

F-F-
,

while Li+ gains charge upon formation of the molecule, and
the increments are opposite. The usefulness of each of these
two energy references will depend, of course, on the context,
but the ionic image is more appealing, with smaller deforma-
tions that hint at a more faithful description of the binding
when considering ions as the components to bind. Notice,
however, that the interaction energy (-207 kcal/mol) does
not depend on this choice, since it is computed for the atoms
already within the molecule.

Regarding the partition of the interaction energy, the
exchange-correlation contribution is very small (-29 kcal/
mol), while the classical interaction is large and negative
(-178 kcal/mol). This is the expected behavior in an ionic
compound, and in fact the purely point-charge interaction,
VQ

LiF ) -0.2926Eh (-184 kcal/mol), is within 3% of the
total classical value. In this case, this is indeed because of a
correct long-range behavior, sinceVC,lr

LiF is also within 2% of
VC

LiF, and points out that both atoms are almost non-MPOV
and also almost spherical, as seen by their small dipoles.
Hence, the point charge term is a very good approximation
for the classical interaction energy. Overall, the picture for
this molecule is that of mostly spherical ions, with a large
classical interaction very well approximated by the point
charge term. The large energy penalty due to ionization (paid
through the deformation energy if we use the neutral atom
reference and through the already high reference in the ionic
case) is still smaller than the interaction energy gain.

Finally, as an example of a van der Waals bonded system,
we have performed a full CI calculation on He2 and
partitioned its energy. The FCI calculation, using a moderate-
size correlation-consistent basis set, displays a very shallow
minima, with a binding energy of 0.042 K (the FCI, complete
basis set extrapolation in ref 30 is 11 K). This very low
binding energy, 0.13µEh, is beyond the precision attainable
with the numerical integration in a reasonable time. However,
using the same numerical integration parameters as in the
rest of the calculations (but taking much more time, given
the number of active orbitals and determinants), we obtain
an error in the total energy of 11µEh, the lowest in this
series of compounds. This is an order of magnitude smaller
than most of the partition components, particularly deforma-
tion and interaction, and hence we can reliably say that the
low binding energy comes from the cancellation of these
much larger components. This reliability has two causes: the
density matrices are essentially non-MPOV (faster conver-
gence), and the interatomic surface discontinuity lies in a
low-F region.

He2 is possibly the worst-case scenario for the cancellation
of properties problem: the monatomic components are of
the order of units ofEh, while the deformation is 4 orders of
magnitude smaller; the interaction components are of the
order of 0.7Eh (even for this large distance, 2.97 Å, they
still decrease as 1/r), while the total interaction is 3 orders
of magnitude smaller. Nevertheless, the∆XHe intra-atomic
components display the familiar pattern for homonuclear

systems, being of the same order of magnitude as the
deformation energy. In the case of the interaction,Vcl

HeHe is
smaller than 1µEh, displaying a 6 orders of magnitude
cancellation of the electrostatic interactions. This is not so
surprising, if we look at the accuracy of the long-range
multipolar approximationVC,lr

HeHe, exactly matching the
completeVC

HeHe integral: both He atoms are non-MPOV
and neutral, and hence theVQ

HeHe point-charge contribution
has to be zero, while the other multipolar components fall
much faster with distance (the classical point dipole-point
dipole interaction will be about 3 nEh). On the other hand,
the exchange-correlation component comprises most of the
interaction energy in He2. The image is, then, that of a very
small polarization of the two atoms, having a negligible effect
in the classical energy, with a small but non-negligible
deformation energy; the binding component in the interaction
is the exchange-correlation, as expected for a dispersion-
bound system, although the binding energy value comes after
the 3 orders of magnitude cancellation of these two (interac-
tion and deformation) terms.

IV. Conclusions and Perspectives
An energy partition based on QTAM but using ideas from
McWeeny’s TES is proposed that splits the total energy
exhaustively into atomic contributions, both intra- and
interatomic. The partition recovers many chemical concepts
and an atomistic intuition about binding, by recognizing the
importance of the large contributions of the intra-atomic
energy, which should show little variation from compound
to compound for a given atom, and the smaller interatomic
components that vary with the different types of interactions.
In particular, this partition can fully account for the definition
and maintained identity of functional groups and can treat
on the same footing bonded and nonbonded interactions and
even intermolecular ones. Being based on QTAM, its atoms
have well-defined kinetic energies and are transferable while
at the same time making the partition independent of any
arbitrariness in the wave function calculation: everything
(including the atomic basins) is derived from the first- and
second-order density matrices, and hence it is truly a physical
property of the system. It can be applied both to single-
determinant (HF) and multideterminant approximate wave
functions.

The partition acknowledges the existence of large cancel-
lations to recover the binding energy, both in the intra-atomic
and in the classical interatomic terms, coming from the
essentially unchanged and neutral atoms that form the
molecules in many cases of interest. The resulting terms are
not so small when there is charge transfer, since varying the
number of electrons undoubtedly changes the intra-atomic
energies, while the electrostatic interaction between charged
systems is quite large. Usually, the intra-atomic deformation
terms are positive, and they are larger in absolute value for
atoms with stronger and shorter bonds and whenever there
is a large charge transfer. Homopolar-bonded and negatively
charged atoms generally suffer a kinetic and electron
repulsion energy increase which is partially compensated by
a corresponding decrease in the nucleus-electron attraction
energy, while the opposite happens with atoms losing

1108 J. Chem. Theory Comput., Vol. 1, No. 6, 2005 Blanco et al.



electron density. The interaction energy is usually larger than
the deformation terms, and hence binding can be seen as
the tradeoff of a small intra-atomic deformation energy
increase by a much larger decrease due to the interatomic
interaction energy. The interaction energies in bonded pairs
are generally negative and large, while nonbonded interac-
tions (either intramolecular or intermolecular) are much
smaller and can often be approximated by point multipolar
series, neglecting both short-range classical and exchange-
correlation contributions.

Regarding the different patterns for different kinds of
bonds, we have found the covalent homopolar bonds to have
a small deformation energy, with a large and negative
exchange-correlation interaction contribution as mainly
responsible for binding. Their classical interaction is usually
small and positive, as it should be for neutral, nonpenetrating
charge systems; however, they display MPOV, and hence
the point-multipole long-range contributions diverge and
cannot be properly used. Ionic bonds have atoms with large
deformation energies due to the charge transfer, but they are
more than compensated by the large and negative classical
interactions, where the point-charge term already accounts
for 90% of the interaction energy. For them, the long-range
multipolar approach is convergent and accurate to reproduce
the classical energy, due to their small MPOV, and the
exchange-correlation interaction is very small. The case of
polar covalent bonds is intermediate: the deformation is
dependent on the charge transfer extent, and both the
covalent-like exchange-correlation and the ionic-like classical
attraction terms are present and comparable in value. For
them, the point-charge estimation gives the correct trend for
the classical interaction, but the long-range multipolar series
does not converge due to the covalent-like MPOV. Finally,
van der Waals interactions are exceedingly weak when
compared with bonded ones; in a dispersion-bound system
like He2, the classical interaction is negligible, and only
exchange-correlation constitutes an attractive term.

In summary, we have presented a powerful tool to
quantitatively analyze both the intra- and interatomic com-
ponents of the molecular energy and relate them to the
chemical concepts of bonding. Our results in selected
molecules give plausible trends, which we have also seen in
other preliminary calculations, making a consistent and
appealing image of the physical atomistic components in the
different chemical bonds. We plan to expand this study to
other chemical systems of interest, on one hand, and to
generalize it to different atomic partitions and compare their
results, on the other.
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Abstract: A quantum chemical study of host-guest systems with dimethylene-bridged clips

and tetramethylene-bridged tweezers as host molecules and six different aliphatic and aromatic

substrates as guests is presented. The geometries and binding energies of the complexes are

investigated using the recently developed density functional theory with empirical corrections

for dispersion interactions (DFT-D) in combination with the BLYP functional and basis sets of

TZVP quality. It is found that the DFT-D method provides accurate geometries for the host-
guest complexes that compare very favorably to experimental X-ray data. Without the dispersion

correction, all host-guest complexes are unbound at the pure DFT level. Calculations of the

clip complexes show that the DFT-D binding energies of the guests agree well with those from

a more sophisticated SCS-MP2/aug-cc-pVTZ treatment. By a partitioning of the host into

molecular fragments it is shown that the binding energy is clearly dominated by the aromatic

units of the clip. An energy decomposition analysis of the interaction energies of some tweezer

complexes revealed the decisive role of the electrostatic and dispersion contributions for relative

stabilities. The calculations on the tweezer complexes show that the benzene spaced tweezer

is a better receptor for aliphatic substrates than its naphthalene analogue that has a better

topology for the binding of aromatic substrates. The tweezer with a OAc substituent in the central

spacer unit is found to favor complex formation with both aliphatic and aromatic substrates.

The theoretical results are qualitatively in very good agreement with previous experimental

findings although direct comparison with experimental binding energies which include solvent

effects is not possible. The good results obtained with the DFT-D-BLYP method suggest this

approach as a standard tool in supramolecular chemistry and as the method of choice for

theoretical structure determinations of large complexes where both electrostatic and dispersive

interactions are crucial.

1. Introduction
The noncovalent interactions between atoms and molecules
play an important role in structural biology and supra-

molecular chemistry. They control the structures of proteins
and DNA, host-guest systems, enzyme-substrate binding,
antigen-antibody recognition, or the orientation of molecules
on surfaces or in molecular films.1,2 Because of their
ubiquitous role in diverse fields the investigation and
understanding of these weak interactions has become one
of the major goals of modern chemistry. Besides the
relatively strong hydrogen bonding,3-5 ion pairing,6-8 and
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cation-π interactions,8 the nonspecific van der Waals (vdW,
dispersive) interactions seem much more important than first
expected.9,10

Molecular tweezers and molecular clips as synthesized and
investigated in the group of Kla¨rner11-18 are simple hydro-
carbons containing only nonconjugated benzene and/or
naphthalene rings arranged in a convex-concave molecular
topology. Experimentally, it was observed that the molecular
tweezers and clips serve as selective receptors for electron
deficient aromatic and aliphatic substrates.11,13-18 Compu-
tational methods at different levels of theory (e.g. AM1, HF/
6-31G*, and standard density functional theory, DFT) have
been used to generate electrostatic potential surfaces on the
convex and concave side of the hosts.12 The results show
considerably larger negative potential within the tweezers
and clips interior than at the exterior which could explain
binding of electron-deficient aromatic and aliphatic substrates
into the host cavity.

Despite the growing interest in host-guest complexation
processes relatively few quantum chemical computations on
tweezer and clip systems have been reported so far.12,19-21

Studies that employ reliable quantum chemical methods and
perform complete geometry optimizations of the complexes
are still lacking, and thus, important structural information
is often missing. From the computational point of view, ab
initio methods that accurately account for the important
dispersive interactions [e.g. CCSD(T)] suffer from very
demanding computation times even for small- to medium-
sized systems. On the other hand, the cheaper second-order
Møller-Plesset perturbation theory (MP2)22,23systematically
overestimates the binding energies for dispersiveπ-π
interactions (see, e.g. refs 24-26 and references therein).
Another drawback for the application of correlated ab initio
methods to weakly bound systems is the usually large basis
set superposition error (BSSE). When dispersion is dominant
for the interaction, the BSSE is often several times larger
than with mean-field methods such as Hartree-Fock or DFT.
Thus, additional calculations of the so-called counterpoise
correction (CP27) are mandatory.

Recently one of us introduced an empirical correction
scheme for density functional theory calculations (termed
DFT-D28) that accounts for vdW interactions by pairwise
additiveC6/R6 potentials. Calculations with this very efficient
method have shown promising results for a wide variety of
weakly bonded systems28-30 (for related methods see e.g.
refs 31-33, for other recent attempts to the DFT/vdW
problem see refs 34-37). Standard DFT with current
functionals of GGA of hybrid-type must strictly be avoided
for vdW complexes because it fails completely not providing
any binding at all (this also holds for recently proposed
functionals such as e.g. X3LYP, see ref 38).

In the present study we have investigated a series of typical
host-guest complexes with the DFT-D method. Our systems
consist of dimethylene-bridged clips and tetramethylene-
bridged tweezers as host molecules and six different aliphatic
and aromatic substrates as guest molecules. The “real”
systems investigated experimentally are considered without
any modification. The DFT-D binding energies and structures
as obtained from full geometry optimizations will be

presented. Although we are aware that solvent effects are
important to interpret and understand the experimental
condensed phase data (for a force-field approach to this
problem see ref 19), we think that it is also important to
investigate the intrinsic properties of the systems in the gas
phase. Note, that the present DFT-D approach represents the
first attempt to model both the electrostatic and dispersive
interactions in such large complexes at a similar level of
accuracy (for a CCSD(T) study of this aspect for smaller
benzene model complexes see ref 39). Force-field methods
that are usually applied for such complexes suffer from an
oversimplified description (often of point-charge type) of the
electrostatic interactions.

After consideration of some technical details in section 2,
the accuracy of the DFT-D method for binding energies and
geometries is considered in section 3.1. In the following
sections (3.2 and 3.3) the complexes are grouped according
to their host structure. The dimethylene-bridged clips (named
CLIP1 and CLIP2 in Figure 1) and tetramethylene-bridged
tweezers (named TWEEZER1-TWEEZER3 in Figure 1) as
the host molecules and the following substrates as guest
molecules are considered: cyanomethane (1), dicyanomethane
(2), benzene (3), 1,4-dicyanobenzene (4), 1,4-benzene-
carboaldehyde (5), and quinone (6). The detailed analysis
of the host-guest interactions in the framework of an energy
decomposition scheme40,41 will be discussed in section 3.4.

2. Technical Details
All density functional theory (DFT)42,43 and second-order
Møller-Plesset perturbation theory (MP2)22,23 calculations
have been performed with the TURBOMOLE package of
programs.44 The optimum geometries and binding energies
were obtained using the DFT-D method28 together with the
B-LYP45,46 functional. Additionally, the spin-component-
scaled MP2 approach (termed SCS-MP226) which improves
in general the accuracy of MP2 has been employed. In all
DFT-D, MP2, and SCS-MP2 calculations the resolution of
identity (RI) approximation for the two-electron integrals47,48

is used. The RI auxiliary basis sets49,50 are taken from the
TURBOMOLE library.51

All geometries have been fully optimized without any
symmetry restrictions. Gaussian valence-triple-ú AO basis
set augmented with polarization functions on all atoms
(TZVP52) have been used in the DFT-D calculations. For
all MP2 and SCS-MP2 calculations Dunnings aug-cc-pVTZ
basis set53 has been employed. Diffuse basis functions that
are necessary in MP2 calculations to accurately describe the
fragment polarizabilities do not necessarily improve the
description of weak complexes when DFT approaches are
applied.28 As long as larger monomers (with more than 4-6
atoms) are considered and AO basis sets of at least TZVP
quality are used, BSSE effects are quite small (<10% of
∆E) at the DFT level, and the laborious calculation of the
counterpoise-correction (CP)27 can be avoided (these small
BSSE effects have been absorbed into the dispersion
potential, for details see ref 28). The CP correction is
mandatory when correlated wave function methods are used,
and thus all MP2 and SCS-MP2 calculations have been CP
corrected and only these values are reported.
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3. Results and Discussion
3.1. Accuracy of the DFT-D Method. In this section we
compare the DFT-D-BLYP binding energies for the smallest
system to those from MP2 and SCS-MP2 calculations. A
comparison of calculated and experimental X-ray11 param-
eters for some important geometrical variables of the
tetramethylene-bridged TWEEZER2 as host and 1,4-di-
cyanobenzene as guest molecule are also presented (see Table
1, the atom numbering scheme is given in Figure 4). A
graphical overlay of calculated and experimental structures
is given in Figure 2. Both comparisons should provide some
impression what accuracy can be expected from the DFT-
D-BLYP method for the most important properties.

In the 4@TWEEZER2 complex, the guest molecule is
placed almost parallel to the central naphthalene spacer unit
with calculated distances of 3.59 Å (C2-C6) and 3.49 Å
(C3-C7), respectively. This is in good agreement with the
experimentally found values of 3.61 and 3.59 Å, respectively.
Note, that for typical van der Waals complexes differences
between theory and experiment for intermolecular distances
are often about 0.1-0.2 Å even for very sophisticated
theoretical treatments due to the flatness of the corresponding
potentials.28 The distance C9-C10 describes the width of
the host cavity and is calculated to be 12.50 Å which is only

0.12 Å shorter than found experimentally (12.62 Å). The
distance C11-C12 is the shortest nonbonded contact within
the host cavity, and the calculated value of 3.91 Å agrees
again well with the experimental value of 4.16 Å. The
position of the guest molecule within the cavity can be
described by the angle C2-C6-C5 and the dihedral angle
C1-C4-C5-C8. The calculated and experimental values
differ by only about 4 and 1.3 degrees, respectively. This
can be considered as very satisfactory especially if one keeps
in mind that the potential energy surface of the host-guest
interactions are very flat (which, unfortunately, results in
many necessary geometry optimization cycles).

In a successful theoretical investigation20,21 of the NMR
chemical shifts of the same host-guest complex, the structure
has been optimized at the Hartree-Fock level. However, in
this work it was necessary to employ constraints in the
geometry optimization in order to preserve the shape of the
complex as observed in the X-ray structure. This underlines
the importance of the dispersive interactions that are not
accounted for in standard HF or DFT calculations. With
DFT-D, full geometry optimizations resulting in force-free

Figure 1. Optimized structures (DFT-D-BLYP) of the host molecules CLIP1, CLIP2, TWEEZER1, TWEEZER2, and TWEEZER3.

Table 1. Comparison of Selected Calculated and
Experimental Geometric Parameters (r in Å, Angles in
Degree) for the Tetramethylene-Bridged Tweezer as Host
and 1,4-Dicyanobenzene as Guest (4@TWEEZER2)

geometric parameter DFT-D exp

r C2-C6 3.59 3.61
r C3-C7 3.49 3.59
r C9-C10 12.50 12.62
r C11-C12 3.91 4.16
angle C2-C6-C5 86.7 82.8
dihedral angle C1-C4-C5-C8 93.4 95.7

Figure 2. Comparison of DFT-D-BLYP (green) and experi-
mental (red) structures for the host-guest complex 4@TWEE-
ZER2.
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structures are possible that compare favorably with experi-
mental data.

The 3@CLIP1PER complex is relatively small compared
to the other systems that will be discussed further, and,
therefore, computationally more demanding treatments such
as MP2 and SCS-MP2 can be performed. The MP2 and SCS-
MP2 binding energies have been obtained by rigid monomer
calculations on the DFT-D-BLYP optimized structures.
Opposed to a previous MP2 treatment of 4@TWEEZER1,21

we employed the large aug-cc-pVTZ AO basis in these
benchmark calculations that should provide a quite realistic
account of the dispersive host-guest interactions. Note that
as mentioned above, the BSSE is much larger for the MP2
type methods, and thus these data include the counterpoise
correction. The MP2 and SCS-MP2 binding energies in the
3@CLIP1PER complex are computed to be-12.1 kcal/mol
and-7.8 kcal/mol, respectively. As found previously26,30,54

the SCS-MP2 results for systems withπ-π interactions (e.g.
benzene dimers) are much better and more consistent
compared to standard MP2 which tends to overbind consid-
erably. In our calculations, the SCS-MP2 values compare
favorably with DFT-D results with differences of about 1.2
kcal/mol. This also holds for the 3@CLIP1PER complex
where DFT-D and SCS-MP2 agree to within 1.8 kcal/mol,
while MP2 is off by almost a factor of 2. In conclusion one
can be quite certain that the DFT-D absolute interaction
energies are accurate to about 10-20% of the true values
(slightly underbinding), while the errors on a relative scale
(i.e. when comparing different guests and/or hosts) may be
even smaller.

3.2. Clip Complexes.First, complexes of benzene with
the dimethylene-bridged clip (named CLIP1 in Figure 1) are
discussed.

The geometry optimizations lead to two different structures
3@CLIP1PER and 3@CLIP1PAR (see Figure 3). In the
3@CLIP1PER complex the guest molecule benzene is
oriented parallel to the sidewalls and almost perpendicular
to the central benzene unit of the host molecule. The DFT-
D-BLYP binding energy of this complex is computed to be
-6.6 kcal/mol (see Table 2).

The binding energy of the 3@CLIP1PAR complex, where
the substrate molecular plane is nearly parallel to the central
unit, is computed to be lower by 1.4 kcal/mol. This relatively
small energy difference between the 3@CLIP1PER and
3@CLIP1PAR complexes indicates that the associated
potential energy surface (PES) is quite flat. In the complexes
3@CLIP1PER and 3@CLIP1PAR the distances between the
benzene sidewalls (namedd in Figure 1) are computed to
be 7.43 and 9.35 Å, respectively, while without any substrates
bound it is computed to be 7.98 Å. The increase in steric
strain resulting from an expansion of the cavity in
3@CLIP1PAR (that has more CH-πs thanπ-π interactions)
is certainly the main reason that the complex 3@CLIP1PER
with a parallel arrangement of the substrate is more stable.

Furthermore, complexes of benzene with dimethylene-
bridged clips including naphthalene sidewalls (CLIP2 in
Figure 1) are discussed. Two different structures are ob-
tained: 3@CLIP2PER, with the substrate molecular plane
oriented parallel to the receptor sidewalls, and 3@CLIP2DIAG,
where the substrate molecule is placed parallel to the

Figure 3. Optimized structures (DFT-D-BLYP) of the host-guest complexes 3@CLIP1PAR, 3@CLIP1PER, 3@CLIP2DIAG,
and 3@CLIP2PER.
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methylene bridged groups and diagonal to the sidewalls and
central unit (see Figure 3). A structure with benzene
orientated parallel to the central benzene unit similar to those
obtained with CLIP1 could not be found and instead
converged to 3@CLIP2DIAG structure. The results for the
binding energies in Table 2 show that the 3@CLIP2PER

complex is more stable than 3@CLIP2DIAG, and the binding
energies are-9.5 kcal/mol and-7.9 kcal/mol, respectively.
The characteristic distancesd are computed to be 7.62 Å
for 3@CLIP2PER, 10.24 Å for 3@CLIP2DIAG, and 9.67
Å for the host molecule without the substrate.

Inspection of Table 2 also reveals that CLIP2 with
naphthalene sidewalls forms more stable complexes with
benzene than CLIP1 with benzene sidewalls. This can be
explained by more favorable van der Waals contacts with
the naphthalene sidewalls. Similar effects for hosts with
naphthalene and anthracene sidewalls are discussed in ref
16.

3.3. Tweezer Complexes.In the following we discuss the
structures and binding energies of the complexes with the
tetramethylene-bridged molecular tweezer (TWEEZER1 in
Figure 1) as receptor. It was found that the bond angle
distortions in molecular tweezer systems require little energy

Figure 4. Optimized structures (DFT-D-BLYP) of the host-guest complexes 1@TWEEZER1, 1@TWEEZER2, 3@TWEEZER1,
3@TWEEZER2, 4@TWEEZER1, and 4@TWEEZER2.

Table 2. Calculated Binding Energies (in kcal/mol) for the
Investigated Clip Complexesb

∆E

molecule DFT-D-BLYP MP2a SCS-MP2a

3@CLIP1PER -6.6 (7.0) -12.1 -7.8
3@CLIP1PAR -5.2 (7.6)
3@CLIP2PER -9.5 (11.2) -17.8 -11.3
3@CLIP2DIAG -7.9 (6.4)
a aug-cc-pVTZ AO basis. b Values in parentheses refer to a pure

DFT-BLYP treatment, i.e. without the dispersion correction.
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meaning that these systems are flexible enough to allow the
receptor sidewalls to adjust their geometry specifically for
different substrate binding.16 This should be investigated in
this study by consideration of the six substrates.

The binding energies (see Table 3) for small aliphatic
substrates such as acetonitrile (1) in the 1@TWEEZER1
complex and malononitrile (2) in the 2@TWEEZER1
complex are already for these small guests quite large, i.e.,
-13.7 kcal/mol and-19.0 kcal/mol, respectively. For the
complexes with the naphthalene-spaced analogue (TWEE-
ZER2) with the same aliphatic substrates (1@TWEEZER2
and 2@TWEEZER2) the corresponding values are slightly
smaller, i.e.,-12.0 kcal/mol and-16.6 kcal/mol, respec-
tively (for the optimized structures see Figure 4).

In the experimental study11,16 it was shown that aliphatic
substrates will be bound only inside the benzene-spaced host.
Evidently, our calculations agree with this observation and
show that the benzene-spaced tweezer is indeed a better
receptor for aliphatic substrates than its naphthalene-spaced
analogue. The differences∆∆E between TWEEZER1 and
TWEEZER2 are 1.7-2.4 kcal/mol which is large enough to
explain the observed selectivity in solution (in the gas phase,
of course, most reasonably sized molecules will have
negative binding energies, and so the absolute values cannot
be directly compared with experimental findings).

The binding energies of the aromatic substrates3-6 with
TWEEZER1 are calculated to be-9.5 kcal/mol,-18.3 kcal/
mol, -20.2 kcal/mol, and-17.2 kcal/mol, respectively. This
underlines the importance of ES interactions because benzene
as a substrate is bound by about 10 kcal/mol less strongly
than the other guests. Inspection of the complex structures
shows that the distances between the methylene groups of
the sidewalls in the receptor molecule (namedd in Figure
1) are expanded from 11.47 Å in the empty TWEEZER1 to
12.1 Å, 12.0, 11.9, and 12.4 Å in the host-guest complexes,
respectively. According to these results the binding of
aromatic substrates in the benzene-spaced tweezer requires
a substantial distortion of the receptor geometry which is
only partly compensated by the attractive substrate-receptor
interactions. Moreover, we find that all aromatic substrates
bound into TWEEZER1 have the molecular plane aligned
parallel to the sidewalls of the complex, which is not the
case for the naphthalene-spaced TWEEZER2 as the host
molecule.

As mentioned above, the benzene-spaced TWEEZER1 is
a better receptor for aliphatic substrates than its naphthalene-

spaced analogue TWEEZER2, and experimentally it was
found that the TWEEZER2 has an almost ideal topology for
the binding of aromatic derivatives.14,16The binding energies
for the aromatic substrates3-6 are calculated to be-12.7
kcal/mol,-26.7 kcal/mol,-23.5 kcal/mol, and-22.2 kcal/
mol, respectively. These values are 3.1-8.1 kcal/mol lower
than for TWEEZER1. Inspection of the complex geometries
shows that the distances between the sidewalls in the
aromatic TWEEZER2 complexes (namedd in the Figure 1)
has to expand only very slightly, i.e., from 12.4 to 12.6 Å,
12.5, 12.4, and 12.5 Å, respectively. This smaller increase
in steric strain compared to the analogue TWEEZER1
complexes where the distance between sidewalls change up
to 0.9 Å clearly leads to an additional stabilization of the
TWEEZER2 complexes. Opposed to the TWEEZER1 com-
plexes, in all investigated complexes of TWEEZER2 with
aromatic substrates the plane of the guest molecule is aligned
parallel to the central spacer unit. The optimized structures
of the 1@TWEEZER1, 1@TWEEZER2, 3@TWEEZER1,
3@TWEEZER2, 4@TWEEZER1, and 4@TWEEZER2 com-
plexes are shown in Figure 4. Previous MP2/SVP calcula-
tions of 4@TWEEZER121 reported a binding energy of
-38.8 kcal/mol. However, this study suffers from the small
AO basis set employed, and the important BSSE effects that
have not been considered seem to be responsible for the large
difference to our DFT-D result (-18.3 kcal/mol).

We extend our study to the molecular tweezer (named
TWEEZER3 in Figure 1) substituted with OAc groups in
the central space unit. Our discussion focuses on the effect
of the substituent on the stability of the complexes with
aliphatic and aromatic substrates. Although, the OAc groups
can have several different conformations in TWEEZER3,
we only investigated the conformation in which both OAc
groups point toward the molecular cavity. This conformation
is expected to allow more favorable ES interactions between
the negatively charged carbonyl oxygen atoms and the
electron deficient substrate molecules.

The binding energies of the aliphatic substrates such as
acetonitrile (1) in 1@TWEEZER3 and malononitrile (2) in
the 2@TWEEZER3 complex are calculated to be-15.0 kcal/
mol and-20.4 kcal/mol, respectively. The comparison of
these binding energies with the corresponding values of the
parent complexes 1@TWEEZER2 and 2@TWEEZER2
shows that the OAc substituent favors complex formation
with aliphatic substrates. The complex formation with the
aromatic substrates is also favored due to presence of the
OAc groups. The calculated binding energies for3-6 are
-15.2 kcal/mol,-29.3 kcal/mol,-27.7 kcal/mol, and-23.7
kcal/mol, respectively, and are in the range of 1.4-4.2 kcal/
mol more negative than for TWEEZER2. This is in line with
the results of recent experimental work18 where the effect
of the several substituents in the molecular tweezers on the
complex formation was examined.

3.4. Analysis of the Host-Guest Interactions.To obtain
more detailed information about which parts of a molecular
host system are involved in binding a substrate, the host in
the 3@CLIP1PER complex is portioned into three different
parts: the central benzene unit and the two benzene rings
forming the sidewalls. The relative orientation of the guest

Table 3. DFT-D-BLYP Binding Energies (in kcal/mol) of
the Investigated Tweezer Complexesa

∆E

guest @TWEEZER1 @TWEEZER2 @TWEEZER3

1 -13.7 (1.5) -12.0 (1.6) -15.0 (0.4)
2 -19.0 (1.8) -16.6 (1.1) -20.4 (0.2)
3 -9.5 (12.2) -12.7 (13.5) -15.2 (13.5)
4 -18.3 (8.7) -26.7 (8.2) -29.3 (8.0)
5 -20.2 (11.4) -23.5 (11.6) -27.7 (10.3)
6 -17.2 (9.6) -22.2 (8.3) -23.7 (9.6)

a Values in parentheses refer to a pure DFT-BLYP treatment, i.e.
without the dispersion correction.
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with respect to the host fragments is kept constant and
dangling bonds are saturated with hydrogens. The interaction
energies with the substrate molecule are computed to be-2.1
kcal/mol, -2.1 kcal/mol, and-1.9 kcal/mol for the three
parts, respectively. This sums up to a total binding energy
of -6.1 kcal/mol which is only slightly less than from the
full calculation that yielded-6.6 kcal/mol. This indicates
that the interactions influencing the binding energies are
clearly dominated by the aromatic units of the clip and that
the bridging units only place the aromatic rings into some
more or less fixed position with respect to the guest. In the
same spirit it was shown that individual aromatic units
dominate the NMR chemical shifts of the 1,4-dicyanobenzene
guest in the tetramethylene-bridged tweezer host.20,21

To get even more insight into the host-guest interactions
in the tweezers, an energy decomposition analysis (EDA)
of the binding energies has been performed for the tweezer
complexes. The EDA has proven to give detailed information
about the nature of chemical bonding41 as well as for the
interactions in hydrogen bonded systems.55 The method has
been described in detail before and is only briefly described
here. The formation of bonding between two fragments
(guest and host in our case) is divided into three physically
plausible steps. In the first step, the fragment electronic
densities (in the frozen geometry of the supermolecule) are
superimposed which yields the quasiclassical electrostatic
interaction energy∆EES. Renormalization and orthogonal-
ization of the product of monomer wave functions yield a
repulsive energy term that is usually called Pauli (exchange)
repulsion (∆EPauli). In the final step, the molecular orbitals
are allowed to relax to their final form which yields the
(usually stabilizing) polarization, orbital and charge-transfer
interaction energy∆EPOCT. The sum∆E ) ∆EES + ∆EPauli

+ ∆EPOCT + ∆Edisp, that also includes the dispersion energy
term from the DFT-D approach, differs from the true
interaction energy by the energy necessary to bring the
optimum monomer geometries into the form they have in
the supermolecule (∆Eprep). The latter term is very small
(<1.5 kcal/mol) in our case and not discussed further.
Preliminary investigations of the EDA/DFT-D scheme for
weakly bonded complexes have shown that the individual
terms compare very well to those from a more sophisticated
SAPT analysis.56,57

As can be seen from Table 4, the guests acetonitrile (1)
and benzene (3) behave very differently, while the hosts
TWEEZER1-TWEEZER3 are more similar. With aceto-
nitrile, the uncorrected DFT interaction energies are close
to zero meaning that repulsive Pauli and attractive electrostatic/

CT/orbital interactions almost cancel. Thus, the total binding
energy (and also the differences between the three hosts)
are entirely given by the dispersion correction. For benzene
as a guest the situation is completely different: here, the
repulsive Pauli contribution is about a factor of 2 larger and
overcompensates the other terms that are similar to the guest
(1). However, in this case also the dispersion correction is
much larger leading overall to very similar interaction
energies for acetonitrile and benzene. In conclusion one can
thus say that the binding of acetonitrile is dominated by the
electrostatics while it is mostly dispersion for benzene.
Turning now to the different hosts it is clearly seen that all
individual terms are (absolutely) larger for the TWEEZER3
with OAc groups which leads in summary to a lower total
binding energy. This can be explained by considering∆EES

as the driving force that yields short intermolecular contacts
and thus larger (absolute) Pauli and dispersion terms for
TWEEZER3 compared to TWEEZER1 and TWEEZER2
(similar arguments have been put forward to deconvolute
the role of potential and kinetic energy in the formation of
a chemical bond, see e.g. ref 58). Note, however, that the
ordering of the binding energies for TWEEZER1-TWEE-
ZER3 (3> 1 > 2 and 3> 2 > 1 for acetonitrile and benzene,
respectively) is not correctly described at the pure DFT level
and entirely dominated by the small differences in the vdW
terms.

4. Conclusion
The recently developed DFT-D method with empirical
corrections for long-range dispersion effects has been used
to predict the structures and binding energies of host-guest
systems consisting of dimethylene-bridged clips and tetra-
methylene-bridged tweezers as receptors and six aliphatic
and aromatic guest molecules. On the basis of the presented
results a number of useful conclusions considering the
strength ofπ-π and π-H interactions in the host-guest
complexes with molecular tweezers and clips and the
applicability of the DFT-D-BLYP method can be drawn. This
study has shown that the DFT-D-BLYP method provides
accurate geometries of the investigated complexes compared
to the experimental X-ray data. It can therefore serve as a
reliable method for fully geometry optimization of the large
host-guest complexes.

For two structures of the 3@CLIP2 complex we have
demonstrated that the DFT-D method provides accurate
binding energies compared to computationally more de-
manding SCS-MP2 calculations. By an energy partitioning
into different parts of the host we have shown that the binding
in the 3@CLIP2 complex is clearly dominated by the
aromatic units of the clip and that the bridging units only
place the aromatic rings into the right position with respect
to the guest. The calculations for CLIP2 with naphthalene
sidewalls revealed that more stable complexes with benzene
are formed compared to CLIP1 which can be explained by
better van der Waals contacts in CLIP2.

The calculations on the tweezer complexes have shown
that the benzene-spaced TWEEZER1 is a better receptor for
aliphatic substrates than its naphthalene-spaced analogue
TWEEZER2. On the other hand, TWEEZER2 has an almost

Table 4. Energy Decomposition Analysis for the Binding
Energies (in kcal/mol) of Some of the Investigated Tweezer
Complexes

∆EPauli ∆EES ∆EPOCT ∆EDFT ∆Edisp ∆EDFT-D

1@TWEEZER1 13.5 -9.0 -4.1 0.4 -14.5 -14.1
1@TWEEZER2 11.5 -7.7 -3.5 0.2 -12.6 -12.4
1@TWEEZER3 16.2 -12.0 -5.2 -1.0 -14.9 -16.0
3@TWEEZER1 25.0 -8.0 -5.0 12.0 -24.0 -12.0
3@TWEEZER2 26.8 -8.2 -5.3 13.3 -26.3 -13.0
3@TWEEZER3 29.0 -10.3 -6.0 12.7 -28.9 -16.2
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ideal topology for the binding of aromatic substrates.
Moreover, our calculations have shown that all aromatic
substrates bound into TWEEZER2 have the molecular plane
aligned parallel to the central spacer unit, whereas in the
TWEEZER1 they are aligned parallel to the molecular
sidewalls. The calculations on TWEEZER3 with a OAc
substituent in the central spacer demonstrate that the polar
OAc group favors complex formation with aliphatic and
aromatic substrates. The conclusions discussed above are in
very good qualitative agreement with previous experimental
findings. We thus finally conclude that the DFT-D method
represents an important tool for large scale applications in
supramolecular chemistry where the complex geometries are
not known and where both electrostatic and dispersive
interactions are important.
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(58) Kutzelnigg, W.Einführung in die Theoretische Chemie:
Band 2, Die chemische Bindung; Verlag Chemie: Weinheim,
1978.

CT050122N

1118 J. Chem. Theory Comput., Vol. 1, No. 6, 2005 Parac et al.



Considerations for Reliable Calculation of 77Se Chemical
Shifts

Craig A. Bayse*

Department of Chemistry and Biochemistry, Old Dominion UniVersity,
Hampton BouleVard, Norfolk, Virginia 23529

Received May 21, 2005

Abstract: The theoretical chemical shifts of a large series of selenium compounds have been

calculated using GIAO-MP2 and -DFT methods in several basis sets. Reliable chemical shifts

are calculated for many compounds, especially with the mPW1PW91 exchange-correlation

functional and either a triple-ú basis set (tzvp: 13% mean absolute error) or a limited RECP set

chosen for practical applications on complex molecules (BSL: 11.8% mean absolute error).

Molecules with three-center-four-electron bonding or low-lying nfπ* states require additional

diffuse functions and nonperturbative methods, respectively, but terminal selenium anions cannot

be calculated reliably in the gas phase due to the neglect of solvation. When these cases are

excluded, the mean absolute error decreases from 16.5% to 8.9% in GIAO-MP2/BSL but only

slightly for DFT methods.

1. Introduction
Chemical shifts can be calculated using ab initio or density
functional theory (DFT) through the gauge invariant atomic
orbitals (GIAO) method with general applicability and
reasonable accuracy.1 For selenium compounds, early ab
initio calculations showed that electron correlation was
necessary for computation of accurate shielding constants.2,3

Møller-Plesset perturbation theory largely corrects the
inaccuracy of GIAO-HF4 but is highly expensive and fails
for some systems.5 Failures at the MP2 level can be corrected
at higher levels of theory (CCSD(T)),6 but these methods
are currently too expensive for practical application. DFT
promises to be an economical means of calculating chemical
shifts5,7 but systematic errors often result in the overestima-
tion of the paramagnetic contribution to the shielding.8

Numerical corrections such as scaling factors,9 adjustments
to the HOMO-LUMO gap,10 and level shifting of virtual
orbital energies8,11 have been employed to improve DFT
results.

GIAO shifts have been used successfully to explain
experimental observations of complex molecules using
simplified models.12,13 Bayse has recently shown that theo-
retical 77Se NMR calculations of simple systems correlate

well to experimental shifts of selenoproteins.14 Continued
interest in applications of theoretical77Se chemical shifts led
us to examine the reliability of GIAO-MP2 and -DFT
methods for a broad range of selenium functionalities. Basis
set effects may be important for selenium due to the
sensitivity of the nucleus to its electronic environment. Thus
far, detailed studies of basis set effects have been limited to
GIAO-HF methods or a few small molecules. The Schaefer
et al. double-ú basis set for selenium was selected for
modification with diffuse and polarization functions. Chemi-
cal shifts were also calculated using Dunning’s triple-ú and
correlation consistent basis sets. The reliability of GIAO
shifts of geometries derived from effective core potential
basis sets and GIAO-MP2//DFT chemical shifts are also
examined for application to molecules of biological interest
for which MP2 geometry optimizations would be prohibi-
tively expensive.

2. Theoretical Details
Theoretical77Se NMR chemical shifts have been calculated
for 64 selenium compounds using the GIAO-MP2 and -DFT
(B3LYP,15,16 BLYP,17,16 B3P86,15,18 and mPW1PW9119)
methods available in Gaussian98.20 Configuration interaction
wave functions were calculated for selected species using
Gaussian98 (CIS) and GAMESS-UK21 (CISD). The reported* Corresponding author e-mail: cbayse@odu.edu.
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chemical shifts are derived from the theoretical isotropic
shielding referenced to that of Me2Se calculated at the same
level and basis set (eq 1).

For basis set I (BSI), selenium, phosphorus, sulfur, and
chlorine basis sets are derived from the double-ú plus
polarization functions basis (DZP) of Schafer et al.22 The
Se DZP basis set includes the diffuse selenium d-functions
an early study showed were necessary for accurate energetics
and geometries.23 Hydrogen and first-row atoms were
represented by Dunning’s split valence triple-ú (TZV) basis
set24 augmented with polarization functions on all non-carbon
first-row atoms and hydrogens bonded to non-carbon heavy
atoms. BSII adds a set of even-tempered diffuse s, p, and d
functions to all non-carbon heavy atoms. BSIII modifies BSII
by adding an additional set of s, p, and d diffuse functions
to all heavy atoms. The effects of high angular momentum
functions have been examined through the addition of f-type
polarization functions to the selenium center (úf,Se)5.8). The
exponent of these functions was optimized through MP2
geometry optimizations on SeH2. Additional f-type polariza-
tion functions were derived from this set of tight functions
by dividing the exponent by four. GIAO calculations were
also performed for a test set of 41 molecules with the
mPW1PW91 functional and Dunning’s TZVP, cc-pVDZ,25

and cc-pVTZ26 basis sets. The latter was modified by
removing the f-type polarization functions on heavy atoms
and the d-type polarization functions on hydrogen.

A basis set for geometry optimizations of large systems
(BSL) was assembled from the relativistic effective core
potential (RECP) basis set of Hurley et al.27 for Se and the
Wadt-Hay RECP for P, S, and Cl.28 Oxygen, nitrogen, and
fluorine were represented as in BSI. Hydrogens attached to
non-carbon heavy atoms were represented as in BSII. Carbon
and hydrogen atoms bonded to carbon were represented by
the Dunning DZ basis set.29 The RECP and carbon basis
sets were modified by addition of a set of polarization
functions. The selenium basis set also included an additional
set of diffuse functions. The RECP basis set for selenium
was used only for geometry optimization and was replaced
with the all-electron Schafer et al.22 basis set used in BSI
for GIAO calculations.

Relativistic effects have not been explicitly considered in
these calculations, but effects due to the contraction of inner
shell electrons are uniform and cancel in the calculation of
the relative chemical shift.5,30 Structural changes due to
relativistic effects should be incorporated in the BSL
calculations through the RECP, but the difference between
the BSI and BSL optimized geometries in this study is minor.
Chemical shifts were calculated on structures corresponding
to the minimum of the potential energy surface; rovibrational
and dynamic effects have been ignored. The effects of
conformational changes on the selenium chemical shift have
been discussed in detail elsewhere.3,5 The lowest energy
conformations were found for use in subsequent GIAO
calculations.

Based upon previous studies of solvent dependence, the
gas-phase theoretical chemical shifts presented in this work

should correlate well with most liquid- and solution-phase
experimental results. Luthra et al.31 examined a series of
selenides and diselenides to show a less than 20 ppm solvent-
dependent shift in aprotic solvents. Protic solvents gave larger
differences in certain cases. In another study, the chemical
shifts of Me2Se and PhSeEt in six protic and aprotic solvents
ranging in polarity from cyclohexane to DMSO show
standard deviations of roughly 7 ppm.32 For a selection of
cationic selenium compounds and those with selenium
adjacent to multiple bonds, the largest solvent-dependent
difference between chloroform and trifluoroacetic acid was
21 ppm.33 Larger solvent and phase dependencies occur in
protic solvents with anionic solutes or when the solute can
be protonated or deprotonated by the solvent.33 For example,
NaSeH shows an upfield shift with increasing hydrogen
bonding ability of the solvent (-447 ppm (DMF),-495 ppm
(EtOH),-529 (H2O)). Alkylselenols are particularly sensitive
to pH with shifts ranging from-150 to -200 ppm upon
deprotonation.33 Given these experimental observations of
solvent dependence, correlation with gas-phase theoretical
calculations should be maximized when weak intermolecular
forces dominate solvation, but large discrepancies are
expected when solvent effects are strong (i.e., anions,
selenols).

3. Results and Discussion
Theoretical chemical shifts for selected basis sets and
methods are listed with experimental values in Table 1.
Tabulated results for all other basis sets and methods can be
found in the Supporting Information. Detailed comparisons
to previous theoretical studies will be omitted in the
following discussion, but the overlapping data found in this
study are generally comparable to previous work.2-8

To gauge the overall quality of the calculated shifts, the
experimental33-35 and theoretical data sets shown in Table
1 were plotted against one another. Plots for GIAO-MP2/
BSI and GIAO-DFT(B3LYP)/BSI can be found in Figure 1
and are representative of plots of data for other basis sets
and functionals. Regression and error data for additional
methods and basis sets appear in Table 2. Three outliers
appear in the GIAO-MP2 data (Figure 1a). These are [Se4]2+

41, a known problem case for MP2,4,5 and related ionscis-
(42) andtrans-[Se2S2]2+ (43). Several groups4,5 have exam-
ined the problems of GIAO-MP2 with the square [Se4]2+

cluster and conclude that DFT or multireference methods
are required. Tuononen et al. have recently calculated very
accurate chemical shifts for41-43 using GIAO-DFT
(BPW91 and B3PW91) and GIAO-CAS.36 Omission of41-
43 from the GIAO-MP2 regression provides a near 1:1
correspondence and an overall upfield shift of 24.12 ppm
based upon they-intercept. Nakanishi and Hayashi12 used
similar plots of simple systems to calibrate method and basis
set for their study of aryl selenides and obtained better
correlation (B3LYP/6-311++G(3df,2pd), R2)0.998) but
used a limited reference set (11 compounds) and a single
data point per compound. This study compares a test set of
41 compounds to averages of available experimental shifts
in various solvents (Table 1).37 Examination of individual
data points shows that GIAO-MP2/BSI performs reasonably

δi
calc ) σref,Me2Se

calc - σi,Se
calc (1)
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well for many systems: 29% of the test set have errors less
than 5%; 56% are below 15%. The mean absolute error of
21.0% is partially due to molecules such as41-43 for which
MP2 is known to fail. If the three outliers in the correlation
plot are eliminated, the average error improves to 17.2%.
Addition of a single set of f-type polarization functions to
Se in BSI+f reduces the overall upfield shift of the theoretical
data relative to experiment to 18.85 ppm and improves
correspondence with experiment (slope) 1.001). The
percentage of the test set with error below 15% decreases
despite the slight improvement in the mean absolute error
over BSI (Table 2). Diffuse functions in BSII increase the
average error by∼2% for reasons explained below; errors
for larger basis sets BSII+f and BSIII also exceed the error
for BSI but by less than BSII.

The B3LYP XC functional commonly used in DFT studies
has been documented to produce poor GIAO chemical shifts.7

Only 22% of the test molecules have error less than 5% and
roughly half exceed 20% error. The B3LYP correlation plot
(Figure 1b) has a slope of 1.198 consistent with the
overestimation of the paramagnetic shielding in DFT. A
skewed correlation plot is common for GIAO-DFT and is
obtained to varying degrees for each functional in this study.
Comparison of the B3LYP shifts with those obtained with
BLYP and B3P86 (33.0 and 17.1% mean absolute error,
respectively) suggests that the LYP correlation functional
performs poorly in comparison to other functionals in the
calculation of magnetic shielding properties. The mPW1PW91
functional shown to produce very accurate chemical shifts
for 13C38 gives an average absolute error comparable to
B3P86 but has fewer species in excess of 15% error. GIAO-
DFT(mPW1PW91) chemical shifts were also calculated
using the TZVP, cc-pVDZ, and cc-pVTZ-fd basis sets. Each
of these gives a lower mean absolute error than BSI and a
slope closer to 1.0 for the correlation plot.

For GIAO studies of molecules of biological or catalytic
interest, it may be practical to use RECP basis sets for heavy
atoms such as Se, P, and Cl (as in BSL) to reduce the
computational effort of the geometry optimization step. (Note
that the ECP basis set for selenium must be replaced with
an all-electron basis, here that of Schaefer et al. from BSI,
for the GIAO calculations.) GIAO-MP2 calculations in BSL
give the most ideal correlation plot of any method considered
in this study (if [Se4]2+ and its related ions are omitted). The
mean absolute error also improves over MP2/BSI: 78% of
test molecules have less than 20% error. Chemical shifts were
also calculated from the B3LYP/BSL optimized geometry
to obtain a mean absolute error∼2% greater than MP2/BSL
likely due to the poor geometries generated with that
functional.7 The mPW1PW91/BSL chemical shifts are even
more accurate (11.8% average absolute error). Fifteen of the
test molecules have less than 5% error, and only two
molecules (MeSeEt and SeO3) exceed 30% error. Large
improvements in the theoretical chemical shift with
mPW1PW91/BSL are also obtained for several species. SeCS
has only 11.8% error in mPW1PW91/BSL but exceeds 100%
error in virtually every other method and basis set. MeSeCN
has roughly 30% error in BSI-III but is less than 10% for
BSL. Less dramatically, the error for [Me3Se]+ is reducedT
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below 5% versus error exceeding 15% for shifts calculated
in most all-electron basis sets.

In the data shown in Table 1, systems with large error
(other than41-43) tend to be species with terminal anionic
selenium (6, 8, 15, 26), low-lying nfπ* excited states (14,
21, 28, 39, 40), or three-center-four-electron bonding (18,
31, 32, 33, 34). The average error for each of these groups
is shown in Table 3. When these groups are excluded, the
mean absolute error for the remaining ‘well-behaved’ species
drops to∼9% with MP2 in BSI-BSIII. The error for systems
with low-lying nfπ* excited states and 3c4e bonding
decreases with the addition of f functions and diffuse
functions, respectively, but that for species with anionic Se
increases substantially when diffuse functions are added
(MP2/BSI: 29.4%, MP2/BSII: 39.3%, MP2/BSIII: 39.9%).
The large errors associated with these species lead to a net
increase in error for the overall test set. For anions such as
[MeSe]- or [Se]2- where the charge is localized on selenium,
solvent interactions will serve to delocalize this charge and
deshield the selenium nucleus. Therefore, gas-phase theoreti-
cal shifts tend to be upfield of the experimental values, more

so when diffuse functions are included. For example, the
GIAO-MP2/BSI shift (-574 ppm) of [SeH]- agrees well
with experimental data, but more diffuse basis sets shift it
increasingly further upfield (BSII-698) because additional
basis functions allow more charge to accumulate on Se (BSI
-0.972e; BSII -1.020e). Similar basis set effects are
observed for some systems with electronegative atoms.
Methylselenenate [MeSeO]- (Table 5) shows a steady
downfield shift with an increased basis set. The Mulliken
charges show that as the basis set becomes more diffuse,
the electron density on the oxygen increases, pulling charge
and electron density toward oxygen (BSI:-0.921e; BSIII:
-1.277e) to deshield the selenium nucleus. A similar basis
set dependency is observed for MeSeF, MeSeCl, SeCl2, and
other molecules with divalent selenium bonded to electro-
negative atoms.

Errors for compounds with 3c4e bonding are partially due
to an incomplete basis set and are reduced with additional
diffuse functions or larger basis sets (Table 3). For example,
error for SeF4 is consistently above 10% in all methods in
BSI and BSL but decreases to 7.7% in MP2/BSII, 5.0% in

Figure 1. Plot of theoretical ((a) GIAO-MP2/BSI and (b) GIAO-DFT(B3LYP)/BSI) versus experiment 77Se chemical shifts for
the compounds in Table 1.

Table 2. Regression and Error Analysis for Experimental and Theoretical Data Presented in Table 1

method geometry slope intercept R2 errorb errorc

GIAO-MP2/BSIa MP2/BSI 0.993 -24.116 0.975 20.9 17.2
GIAO-DFTd/BSI B3LYP/BSI 1.198 -53.642 0.966 22.2 21.9
GIAO-DFTd/BSI BLYP/BSI 1.242 -76.400 0.935 33.0 34.2
GIAO-DFTd/BSI B3P86/BSI 1.149 -26.535 0.977 17.1 17.0
GIAO-DFTd/BSI mPW1PW91/BSI 1.133 -24.739 0.975 17.0 16.7
GIAO-DFTd/tzvp mPW1PW91/tzvp 1.078 -26.636 0.977 13.0 13.1
GIAO-DFTd/cc-pvdz mPW1PW91/cc-pvdz 1.058 -33.051 0.972 15.1 15.1
GIAO-DFTd/cc-pvtz-fd mPW1PW91/cc-pvtz-fd 1.072 -36.055 0.976 15.1 15.3
GIAO-MP2/BSI+fa MP2/BSI+f 1.004 -18.847 0.975 20.1 16.7
GIAO-MP2/BSIIa MP2/BSII 1.025 -44.622 0.977 22.8 18.5
GIAO-MP2/BSII+fa MP2/BSII+f 1.034 -37.647 0.978 21.0 17.3
GIAO-MP2/BSIIIa MP2/BSIII 1.034 -39.007 0.977 21.5e 17.5e

GIAO-MP2/BSLa MP2/BSL 0.998 -5.567 0.975 16.5 13.4
GIAO-DFTd/BSL mPW1PW91/BSL 1.100 -2.240 0.978 11.8 11.5
GIAO-MP2/BSLa B3LYP/BSL 1.036 -5.888 0.980 18.3 14.9

a Regression calculations in MP2 omit [Se4]2+, cis- and trans-[Se2S2]2+. b Mean absolute error for all 41 molecules in the test set. c Mean
absolute error for the test set omitting [Se4]2+, cis- and trans-[Se2S2]2+. d GIAO-DFT calculations use the same functional as for the geometry
optimization. e MP2/BSIII calculations omit [SeCl6]2-.
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MP2/BSIII, and 1.9% in mPW1PW91/cc-pVTZ-fd. Aug-
mentation with f-type Se polarization functions shows only
a slight improvement for the molecules with low-lying nfπ*
excited states. Of this class of molecule, SeCS gives some
of the largest errors for any molecule in this study (116% in
MP2/BSI). A plot of the MP2/BSI error for the series38-
40 versus the first CIS excitation energy is roughly linear
suggesting that the excessive error is due to an overestimation
of the contribution of the nfπ* excitation to the shielding
which would be corrected with nonperturbative methods such
as DFT or CCSD. The mPW1PW91 functional with the BSL
and TZVP basis sets gives the lowest error (6.5 and 7.0%
error, respectively).

The addition of f-type polarization functions in BSI+f and
BSII+f results in downfield shifts of∼230 ppm for [Se4]2+,
slight decreases in bond length, and significant MP2 energy
corrections (Table 3). A diffuse exponent f-type polarization
function (BSI+f ′: ú)0.36) was used to give a shift further
downfield and an even shorter bond length, but the correla-
tion energy recovered did not compare with that obtained
using the tight f function of BSI+f.39 Geometries of [Se4]2+

were calculated using CISD in BSI and BSI+f, giving Se-
Se bond lengths in very close agreement with the X-ray
structure (exp: 2.28 Å; CISD/BSI+f: 2.284 Å). The
additional f function gives a significant reduction in energy
for a variational calculation. Additional f functions in GIAO-
MP2 (BSI+2f, BSI+3f) successively move the [Se4]2+

chemical shift downfield and reduce the bond length to within
0.03 Å of the experimental value. These data suggest that
the problem with MP2 is fundamentally one of basis set
which is partially corrected with f-type polarization functions.
An s- or p-type function cannot mix with face-to-face
interactions of the filled d orbitals in the core of each
selenium. As a result, the ring must expand to relieve
repulsions between electrons in these orbitals. Inclusion of
f-type functions allow these AOs to distort away from the
ring, depleting electron density in the ring and allowing a
closer interaction of the d orbitals. The net result is a shorter

Se-Se bond length and an improved theoretical chemical
shift in MP2.

The B3LYP chemical shifts and bond lengths in Table 4
(BSI, BSI+f) do not display large basis set dependence; the
bond length remains the same, and there are only minor
changes in the theoretical chemical shift. Schreckenbach et
al.5 performed GIAO-DFT calculations on [Se4]2+ with the
addition of one and two sets of f functions with no change
in the absolute77Se shielding constant. The hybrid functional
B3 consistently underestimates the theoretical shielding
(compare B3LYP to BLYP; B3PW91 to BPW91 in ref 36).
The hybrid functionals (B3 and mPW1PW91) underestimate
the shielding by∼200 ppm, suggesting that the inclusion of
the exact HF exchange results in excessive deshielding of
these aromatic clusters.

The theoretical data in Table 5 for compounds that do not
have experimental data available agree well with other known
analogues. The quality of these comparisons is important if
simplified model compounds14 are to be used for more
complicated chemical systems. For the series of increasingly

Table 3. Error Analysis for Species with Large Error

method geometry errorb errorc errord errore

GIAO-MP2/BSI MP2/BSI 29.4 45.3 17.2 9.0
GIAO-DFTa/BSI B3LYP/BSI 40.0 44.1 23.1 14.4
GIAO-DFTa/BSI BLYP/BSI 54.4 74.2 41.4 22.0
GIAO-DFTa/BSI B3P86/BSI 29.3 26.3 21.0 12.5
GIAO-DFTa/BSI mPW1PW91/BSI 28.1 22.2 18.4 13.5
GIAO-DFTa/tzvp mPW1PW91/tzvp 22.3 7.0 10.7 12.6
GIAO-DFTa/cc-pvdz mPW1PW91/cc-pvdz 27.4 19.3 11.3 12.7
GIAO-DFTa/cc-pvtz-fd mPW1PW91/cc-pvtz-fd 32.3 23.1 11.1 11.4
GIAO-MP2/BSI+f MP2/BSI+f 28.7 41.3 18.0 9.1
GIAO-MP2/BSII MP2/BSII 39.3 48.6 13.8 9.2
GIAO-MP2/BSII+f MP2/BSII+f 38.7 41.9 14.5 8.9
GIAO-MP2/BSIII MP2/BSIII 39.9 44.9 12.8f 8.8
GIAO-MP2/BSL MP2/BSL 15.6 26.1 20.5 8.9
GIAO-DFTa/BSL mPW1PW91/BSL 13.8 6.5 17.6 10.5
GIAO-MP2/BSL B3LYP/BSL 17.2 33.6 19.0 9.9

a GIAO-DFT calculations use the same functional as for the geometry optimization. b Mean absolute error for terminal anionic Se species.
c Mean absolute error for molecules with low-lying nfπ* excited states. d Mean absolute error for species with 3c4e bonding. c Mean absolute
error for the remainder of the test set also omitting 41-43. f MP2/BSIII calculations omit [SeCl6]2-.

Table 4. Relative Energies and Chemical Shifts for
[Se4]2+

∆E, kcal/mola δ, ppmb d(Se-Se), Å

MP2/BSI 0.0 323 2.360
MP2/BSI+f -523.70 552 2.355
MP2/BSI+f ′ -83.36 889 2.326
MP2/BSI+2f -698.65 973 2.336
MP2/BSI+3f -767.16 1236 2.311
MP2/BSII -270.99 286 2.364
MP2/BSII+f -575.78 516 2.359
MP2/BSIII -617.79 359 2.359
CISD/BSI [0.0] 2.295
CISD/BSI+f [-332.26] 2.284
B3LYP/BSI (0.0) 2434 2.347
B3LYP/BSI+f (-0.22) 2432 2.347
exp 1958 2.283c

a Relative to BSI, DFT results are in parentheses, CISD in brackets.
b Relative to Me2Se. c Reference 35a.

1124 J. Chem. Theory Comput., Vol. 1, No. 6, 2005 Bayse



unsaturated alkenes2, 3, and44 there is a roughly 110 ppm
downfield shift from the alkane to the alkene and a∼120
ppm upfield shift from the alkene to the alkyne. A similar
phenomenon has been observed in the experimental shifts
of a series of 2-phenyl asymmetric selenides (MeSeCH2CH2-
Ph 90 ppm, MeSeCHCHPh 186 ppm, MeSeCCPh 78 ppm).
The experimental shift of methylphenylselenone is 977
ppm,40 very similar to that of45. The theoretical shift of
selenoacetone58 (2173 ppm) corresponds well to the
simplest known selenoketone (tBu)2CdSe (2131 ppm).41 The
upfield shift of methylselenonic acid49 relative to meth-
ylseleninic acid10mirrors observations for CF3SeO2H (1231
ppm) and CF3SeO3H (981 ppm).33 Our previous study
reported that the theoretical shifts of the simple diselenide
13and selenenyl sulfide53compare well to the experimental
shifts of biologically relevant analogues.14 Known selenenyl
sulfide oxides are found around 1050 ppm,42 very similar to
the GIAO-MP2/BSIII data (1027 ppm).

Unfortunately, broad comparisons with experimental ana-
logues break down when some of the simple systems in Table
1 are compared to their aryl derivatives. Lower oxidation
state selenium compounds are more affected by aryl substitu-
tion than highly oxidized centers because the aromatic ring
can delocalize electron density located on selenium. For
example, methylselenenamide55 and N,N-dimethylmeth-
ylselenenamide56 are upfield of aryl selenenamides which
typically appear between 600 and 950 ppm.43 Two known
organoselenium dichlorides, Ph2SeCl2 (586 ppm)44 and
MePhSeCl2 (488 ppm),40 appear downfield of33 due to
phenyl effects. In comparison to51, a bisbenzyl derivative,
MePhSe(OBz)2, has a 77Se chemical shift of 663-672
ppm.40,44 Related selenoxide hydrates such as50 have been
proposed as intermediates in the racemization of selenoxides
but have not been reported in NMR.

Conclusions
Theoretical chemical shifts have been calculated in several
methods and basis sets to demonstrate the overall reliability
of GIAO for a wide range of selenium functionalities. For
‘well-behaved’ systems, the mean absolute error is∼9.0%
at the MP2 level and 10-15% for B3LYP, B3P86, and
mPW1PW91. The mPW1PW91 hybrid functional gives the
lowest mean error for the entire test set of compounds (11.8%
BSL, 13.0% tzvp) and is the recommended functional based
upon the results of this limited analysis of XC functionals.
The larger error for DFT for this somewhat arbitrarily defined
set of ‘well-behaved’ molecules is due to the established
difficulties inherent in nonexact DFT.8 However, the suc-
cessful calculation of chemical shifts for systems for which
MP2 fails or performs poorly (41-43and species with low-
lying nfπ* excited states) makes DFT an important tool
nonetheless. The reliability of GIAO-DFT is limited in many
of the same cases as MP2 but outperforms for [SeO3]2-,
[SeO4]2-, SeCF2, 1,2,3-selenadiazole, and [Se4]2+ and related
ions but underperforms in several notable cases (e.g., Me2-
SeO, SeO3, SeCl2, and MeSeSeMe). However, neither DFT
nor MP2 was able to calculate an accurate chemical shift
for MeSeEt which exceeds 30% error in every method and
basis set. The consistency of the theoretical shifts for MeSeEt
may indicate that solvent effects contribute significantly to
the experimental chemical shift.

Of the basis sets examined in this study, it is difficult to
suggest a generally reliable choice due to significant variance
in performance with method and functional, but a basis set
of at least triple-ú quality would be recommended. Systems
involving 3c4e bonding should be augmented with diffuse
functions, and theoretical chemical shifts of terminal sele-
nium anions should be treated with skepticism due to the

Table 5. Theoretical 77Se Chemical Shifts for Various Selenium Compounds

GIAO-MP2
MP2/BSI

GIAO-MP2
MP2/BSL

GIAO-DFT
B3LYP/BSI

GIAO-MP2
B3LYP/BSL

GIAO-DFT
mPW1PW91/BSI

GIAO-DFT
mPW1PW91/BSL

44 MeSeCCH 52 85 32 69 75 83
45 Me2SeO2 973 1047 884 1020 931 944
46 MeSeOH 1153 1178 1291 1188 1212 1218
47 [MeSeO]- 836 828 868 869 815 819
48 [MeSeO2]- 1199 1251 1122 1250 1136 1157
49 MeSeO3H 1083 1129 995 1100 1040 1043
50 Me2Se(OH)2 486 520 457 512 471 480
51 Me2Se(OMe)2 519 629 591 629 612 598
52 MeSeSe(O)Me 408 393 630 476 507 507

MeSeSe(O)Me 990 1029 966 1070 957 998
53 MeSeSMe 333 348 423 386 385 388
54 MeSSe(O)Me 994 1038 979 1062 976 997
55 MeSeNH2 508 534 560 546 526 535
56 MeSeNMe2 726 717 775 742 746 737
57 H2CSe 2763 2729 3259 2720 3210 3247
58 Me2CSe 2173 2142 2358 2180 2340 2351
59 Me2Se(OH)Cl 461 510 456 517 468 485
60 MeSeF 1961 1991 2261 2000 2131 2141
61 MeSeCl 920 959 1289 1097 1171 1187
62 SeCl6 446 472 638 499 546 506
63 SeF2 3414 3476 3957 3492 3734 3834
64 Se2F2 1743 1584 1921 1819 1817 1817
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absence of solvation effects. The limited RECP basis set
(BSL) gives surprisingly good results, a promising develop-
ment for the reliable calculation of theoretical chemical shifts
for the larger molecules of interest to synthetic, biological,
and medicinal chemists.

Further applications of theoretical chemical shifts are
currently being examined by this research group.

Supporting Information Available: Table of theoreti-
cal chemical shifts (GIAO-MP2 (BSI+f, BSII, BSII+f,
BSIII, BSI//B3LYP/BSI) and GIAO-DFT (BLYP/BSI, B3P86/
BSI, mPW1PW91/cc-pVTZ-fd)). This material is available
free of charge via the Internet at http://pubs.acs.org.
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Abstract: The distributed multipole analysis procedure, for describing a molecular charge

distribution in terms of multipole moments on the individual atoms (or other sites) of the molecule,

is not stable with respect to a change of basis set, and indeed, the calculated moments change

substantially and unpredictably when the basis set is improved, even though the resulting

electrostatic potential changes very little. A revised procedure is proposed, which uses grid-

based quadrature for partitioning the contributions to the charge density from diffuse basis

functions. The resulting procedure is very stable, and the calculated multipole moments converge

rapidly to stable values as the size of the basis is increased.

I. Introduction
In many calculations involving the interactions between
molecules, it is necessary to calculate the electrostatic
interaction between molecular charge distributions. The exact
expression, however, involves an integral over both charge
distributions and is much too time consuming for most
applications. Instead, it is usual to use a multipole ap-
proximation, and it is well-understood that, for all but the
very smallest molecules, it is necessary to use some form of
distributed multipole model, in which multipole moments
are attached to several sites in each molecule, usually to each
atom but sometimes to groups of atoms and sometimes to
additional sites as well as the atoms. Often, only charges
are used, but it is recognized that, for accurate work, atomic
dipoles and perhaps higher moments are needed.

Distributed multipole analysis (DMA)1-3 is a simple, fast
procedure that assigns multipole moments to each atom or
other specified site in a molecule. It is exact, in the sense
that the overall multipole moments constructed from the
distributed moments exactly reproduce the overall multipole
moments of the charge distribution. However, it has become
clear, in the 25 years since the method was first introduced,
that it is not stable with respect to changes of the basis set.
Very large basis sets with diffuse functions are commonly

used in accurate work nowadays, and these are particularly
troublesome, yielding distributed multipoles that may not
correspond to physical expectations. Moreover, there is no
convergence as the basis set is increased; on the contrary,
the distributed multipoles vary more and more wildly.

It should be emphasized that the overall multipole mo-
ments remain exact, but this is not helpful for short-range
interactions, where the expansion in terms of overall mul-
tipoles diverges, and the interaction is determined by the
multipole moments for a few sites on each molecule.

The DMA procedure works as follows. A Gaussian basis
function centered atA is the product of a Gaussian function
exp[-úA(r - A)2] with a low-degree polynomial (degree 0,
i.e., constant, fors functions, 1 forp functions, and so on).
Boys showed4 that the product of two such functions, one
at A and the other atB, is another Gaussian of the same
form. The degree of its polynomial is the sum of the degrees
of the original Gaussians, and the Gaussian part is exp[-
(úA + úB)(r - P)2], where the “overlap center”P ) (úAA +
úBB)/(úA + úB). The electron density is a sum of such
products, with coefficients determined from the density
matrix. Any individual product can be described exactly in
terms of a sum of multipole moments of ranks up to the
degree of its polynomial; so, the product of twos functions
can be expressed as a pure charge, the product of ans with
a p as a charge plus dipole, and so on. Distributed multipole
analysis evaluates these exact representations and ap-
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proximates each of them by a multipole expansion (nonter-
minating, in general) about the nearest of a set of expansion
sites, which comprises some or all of the atomic nuclei, and
perhaps some additional sites.

The nature of the problem with this method can be easily
understood if we contemplate a simple molecule such as
carbon dioxide. In a large and diffuse basis, we may have a
diffuse pz primitive on the C atom (we takez along the
molecular axis), which is very similar to an out-of-phase
combination of diffuses primitives on the O atoms. The
densities associated with these two functions are (pz

C)2 and
1/2(sA - sB)2 ) 1/2(sA)2 - sAsB + 1/2(sB)2, respectively, where
A and B denote the two oxygen atoms and C the carbon. In
the distributed-multipole procedure, each product of primi-
tives is represented by multipoles on the site nearest to its
overlap center. If we assume that both functions are
normalized, the density (pz

C)2 becomes a charge-1 plus a
pure quadrupoleΘ on the C atom. The density1/2(sA)2 -
sAsB + 1/2(sB)2 becomes a set of charges,-1/2q on each O
atom and+q - 1 on the C.

Now if we change the basis, the exponents of the diffuse
functions will be different. In one basis, the Cpz function
may be variationally preferred as a description of this
particular aspect of the charge distribution, while in another,
the combination ofs functions may be preferred. The actual
charge distribution may change very little, especially if both
basis sets are large, but the distributed-multipole description
may be very different. As the size of the basis set is
increased, the opportunities for this kind of ambiguity
increase, so the problem gets worse. Far from approaching
a converged description, the distributed multipoles vary ever
more wildly as the basis size is increased.

At short distances (for example, in a close end-on contact
with one of the oxygen atoms), it may be supposed, and often
is assumed, that the electrostatic interaction obtained from
the distributed multipoles could also vary significantly. In
fact, we shall see that this is not the case, but the lack of
convergence in the description is a very unsatisfactory
feature.

II. A New Version of Distributed Multipole
Analysis
The difficulty with standard DMA arises because the
partitioning of the density between atoms is carried out in
basis-function space. It has been recognized for some time
that a partition in real space is more appropriate. Probably
the best method of this type that is currently available is the
atoms-in-molecules procedure, originally due to Bader5 (see
also references therein) and more recently developed as a
method for distributed multipoles by Popelier.6 This method
works well, but it involves a very time-consuming procedure
for determining the surfaces that separate one atom basin
from another. Another recent method7 uses the Hirshfeld
partitioning method,8,9 apportioning electron density between
atoms in proportion to the free atom densities at the same
distances from the nuclei.

The purpose of this paper is to propose a version of
distributed multipole analysis that overcomes the strong
basis-set dependence of the original version but is simpler

to implement than other real-space partitioning schemes. It
uses numerical quadrature for the diffuse functions, while
retaining the original method for the more compact ones.
This avoids any difficulties associated with the numerical
quadrature of strongly peaked functions. The method used
for the numerical quadrature is that of Becke,10,11with some
minor differences. A grid of integration points is constructed
around each atom, and the molecular grid is the union of
these atom grids. Becke associates a set of atom weights
with any point in space; the sum of the weights is unity, the
nearest atom having a weight close to 1 and the others having
weights close to zero. At the boundary between two atoms,
the weight of one atom falls smoothly to zero as the weight
of the other increases to 1. This is achieved by a “smoothing
function”, and the steepness of this function is a parameter
of the quadrature algorithm. The density is partitioned in
this way into overlapping regions, each assigned to one atom.
In density-functional calculations, the parameter is usually
chosen so that the smoothing function is quite steep; this
means that many of the more distant points on each atom
grid have weights close to zero and can be dropped, making
the integration more efficient. For the distributed multipole
analysis, however, it is advantageous to make it less steep,
so that the regions associated with each atom interpenetrate
and are more nearly spherical. The density assigned to each
atom is integrated over the grid for that atom to yield atomic
multipole moments referred to the atom nucleus as the origin.

For calculations of multipole moments, the quadrature grid
needs to extend to large distances, because the multipole
moment functions (the regular spherical harmonics) include
radial factors ofrk for rank k, and the products of basis
functions that contribute to moments of rankk themselves
include radial factorsrn with n g k. Moreover, the regular
spherical harmonics have a strong angular dependence at high
rank, as do the high-angular-momentum basis functions, so
the angular integral also needs to be more accurate than is
usually necessary for Kohn-Sham calculations, where the
integral involves the total density.

These considerations have prompted the development of
a new program for distributed multipole analysis. It is called
GDMA2, where the G stands for Gaussian and reflects the
fact that the program is intended for use with the Gaussian
suite of quantum chemistry programs, and it supersedes the
older GDMA program, which uses the original distributed
multipole analysis.

III. Examples and Discussion
III.1. Carbon Monoxide. The features that led to dis-
satisfaction with the original distributed multipole analysis
are illustrated in Figure 1, where the multipole moments are
plotted against the basis sets. It is clear that the distributed
multipoles vary substantially with basis set and, in particular,
that there is a systematic difference between the augmented
and nonaugmented sets. Moreover, the values seem to be
diverging rather than converging as the basis set is improved.

In contrast, the behavior of the total moments is just what
one would expect. The results are poor for the unaugmented
double-ú basis, but the remaining values rapidly settle down
to consistent values. The hexadecapole values are not quite
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converged with the QZ basis, but they are affected by the
high angular-momentum (g) basis functions that first appear
in the QZ basis.

Figure 2 shows the distributed multipoles for the revised
method. It is evident that the calculated values are converging
steadily; the behavior as the basis set is improved is much
more satisfactory.

At the same time, it is important to realize that the
difference is a matter more of perception than reality.
Although the distributed multipole moments may look very

different for the two methods, the resulting electrostatic
potentials are almost identical. In Table 1, the aug-cc-pVQZ
multipole moments are shown for the cases illustrated in
Figures 1 and 2, together with the differences. The atom
charges differ by 0.35e and are different in sign between
old and new, and the higher multipoles also differ substan-
tially. However, the electrostatic potential on the vdW× 2
surface (i.e., the surface of the solid that is the union of
spheres of twice the van der Waals radius around each atom)
differs by less than 5× 10-5 au, or about 1.2 mV,
everywhere. Note particularly that the values shown at the
bottom of the last column are maximum and minimum
potentials, on the vdW× 2 surface, arising from the set of
multipole differences shown in the last column.

This corresponds to energy differences, for a unit charge
at the vdW× 2 surface, of about 50 microHartrees. Although
themultipole momentsdiffer considerably, theelectrostatic
potentialshardly differ at all. The wide variation in multipole
descriptions provided by different basis sets is not as
troublesome as it appears at first sightsany set of multipoles
will serve, provided that they are calculated with a reasonably
good basis set.

Nevertheless, the more stable description provided by the
new method has the advantage that it converges more
satisfactorily as the basis set is improved, so that it becomes
possible to assess when the basis set is of adequate quality,
and multipole moments of related systems are more com-
parable and transferable.

III.2. Formamide. As a second example, we consider
formamide. Here, there are many more multipole moments,
too many to tabulate or even to display diagrammatically in
detail. Figure 3 shows the behavior of the atom moments as
the basis set is improved. The solid lines denote the atom
charges; the dashed lines the magnitudes of each atom dipole,
(Q10

2 + Q11c
2 + Q11s

2)1/2; and the dotted lines the magnitudes
of the atom quadrupoles, (∑mQ2m

2)1/2. The C, N, and O
charges are identified, but the other moments have not been
identified individually, as the object is just to contrast the

Figure 1. Distributed multipoles (bottom) and total multipole
moments (top) for CO, in atomic units, using the original DMA
algorithm. b denotes charge, + denotes dipoles, × denotes
quadrupoles, 2 denotes octopoles, and 9 denotes hexade-
capoles. In the lower diagram, solid lines refer to C and
dashed lines to O. “nZ”, n ) D, T, Q, are abbreviations for
“cc-pVn Z”.

Figure 2. Distributed multipoles for CO, in atomic units, using
the new DMA algorithm. b denotes charge, + denotes dipoles,
× denotes quadrupoles, 2 denotes octopoles, and 9 denotes
hexadecapoles. Solid lines refer to C and dashed lines to O.
“nZ”, n ) D, T, Q, are abbreviations for “cc-pVn Z”.

Table 1. Multipole Moments on the C and O Atoms of
Carbon Monoxide Using the Original Calculation Method
(Switch ) 0) and the New Method, with Grid-Based
Quadrature for Products of Primitives with a Total
Exponent Less than 4a

multipole switch ) 0 switch ) 4 difference

C Q0 0.244 75 -0.108 77 -0.353 52
C Q1 0.544 70 0.367 55 -0.177 15
C Q2 -0.443 94 -0.203 48 0.240 46
C Q3 0.487 55 0.870 63 0.383 08
C Q4 1.376 77 0.800 72 -0.576 05
O Q0 -0.244 75 0.108 77 0.353 52
O Q1 0.011 59 -0.564 95 -0.576 54
O Q2 0.064 39 0.688 67 0.624 28
O Q3 -0.478 34 -0.432 66 0.045 68
O Q4 0.738 07 -0.857 87 -1.595 94
Vmax/V 0.073 34 0.074 23 0.001 23
Vmin/V -0.146 99 -0.148 23 -0.001 06

a The last two lines of the table show the maximum and minimum
electrostatic potential on the vdW × 2 surface and the maximum and
minimum difference.
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behaviors of the two methods. It is clear that the original
DMA shows no sign of settling down to a converged value
as the basis set is improved; on the contrary, some values,
especially the C and N charges, appear to be diverging. The
behavior of the new method is considerably better.

As in the case of CO, the electrostatic potential is well-
described by most of the basis sets, whichever method is
used. In this case, the original DMA leads to very large
charges on the atoms when the cc-pVQZ basis is used.
Nevertheless, the differences between the old and new
methods in the electrostatic potential on the vdW× 2 surface
are still less than 1% of the potential itself, as Table 2 shows.
The corresponding energy differences, for a unit charge at
the vdW× 2 surface, are a few meV, or less than 0.5 kJ
mol-1, and are significantly smaller than the differences
between the better basis sets when the same method of
calculation is used for both.

Nevertheless, the much greater stability of the multipole
description with respect to changes of basis set, as illustrated
in Figure 3, is sufficient reason for preferring the new
method.

IV. The Program
The GDMA program is written in Fortran90 and is self-
contained. It requires as input a Gaussian0312 (or earlier)
formatted check-point file, together with a small controlling
data file. It can currently handle basis functions up tog; an
extension to handleh basis sets is planned. The program
can, in principle, determine distributed multipole moments
up to rank 10, but the higher moments are likely to be
inaccurate unless very large angular integration grids are
used. (The original method gives results to the full accuracy
of the input density matrix and may be preferred if very high
ranks are needed.) Various parameters can be controlled in
the data file, though the default values will usually be
adequate. The default number of radial grid points is 80;
more may be needed if moments higher than hexadecapole
are required. The angular integration is usually carried out
on a 590-point Lebedev grid;13 as noted above, a large
angular grid is needed if high-rank moments are required,
because of the strong angle-dependence of the multipole
operators. The number of grid points may be specified; any
number may be requested, and the program will use the next-
larger size of grid. Inadequacies in the angular grid are
usually evident in small spurious nonzero values for multi-
pole moments that should be zero by symmetry. The program
can also use Gauss-Legendre integration over the angular
coordinates if preferred.

The radial integration is carried out using Euler-Maclaurin
quadrature, as formulated by Murray et al.11 Following
normal practice, the radial grid is scaled by reference to
Bragg-Slater covalent radii,14 but with the hydrogen radius
taken to be 0.5 Å, twice the Bragg-Slater value. For the
cutoff between atoms, we use the scheme proposed by
Becke.10 The softness or sharpness of the boundary between
atoms is controlled by Becke’s cutoff parameterk. The effect
of various values is illustrated in Figure 1 of Becke’s paper.
Becke recommends a value of 3, which gives a fairly soft
cutoff; sharper cutoff functions have been used,11 but the
value of 3 seems to be satisfactory for the present purpose
and is the default for the GDMA program. Other values can
be specified if required. The position of the cutoff is
controlled, again as proposed by Becke,10 by assigning radii
to each site and transforming the cutoff function by reference
to the ratio of radii. It is customary to use the Bragg-Slater
radii in the Becke partitioning, but this leads to rather
implausible multipole momentssrather large and not in
keeping with chemical intuitionsthough, like the multipoles
from the original method, they lead to accurate electrostatic
potentials. The default procedure in the GDMA program is
to set all the radii equal for this purpose, so that the boundary
between neighboring atoms comes halfway between them.
Any additional multipole sites are also assigned the same
radius. However, any of the radii may be changed if required,
in the data file controlling the program, and a somewhat
smaller radius is probably appropriate for hydrogen atoms.

Figure 3. Distributed multipoles for formamide, in atomic
units, using the original DMA algorithm (bottom) and the new
(top). Solid lines denote atom charges, dashed lines denote
atom dipoles, and dotted lines denote quadrupoles. “nZ”, n
) D, T, Q, are abbreviations for “cc-pVnZ”.

Table 2. Maximum and Minimum Electrostatic Potentials
(V) on the vdW × 2 Surface of Formamide, for Original
and New Methods of Calculation and for Several Basis
Sets, and the Maximum Differences between Old and New
Potentials for Each Basis

switch ) 0 switch ) 4

basis min max min max
difference

max

cc-pVDZ -0.744 0.714 -0.745 0.712 0.0034
aug-cc-pVDZ -0.800 0.748 -0.800 0.749 0.0073
cc-pVTZ -0.782 0.744 -0.782 0.743 0.0041
aug-cc-pVTZ -0.796 0.745 -0.782 0.743 0.0072
cc-pVQZ -0.794 0.749 -0.794 0.748 0.0047
aug-cc-pVQZ -0.797 0.750 -0.797 0.754 0.0069

Distributed Multipole Analysis J. Chem. Theory Comput., Vol. 1, No. 6, 20051131



The results given above for formamide were obtained with
the hydrogen radius set to 0.35 Å and the rest to 0.65 Å.

The other main controlling parameter determines the
switch between old and new integration methods. If the sum
úA + úB of exponents in a product of primitives is larger
than the specified switch value, the product function is
regarded as compact and can be efficiently and accurately
integrated using Gauss-Hermite quadrature. This is the
method used in the original DMA and GDMA programs. If
the sum of exponents is smaller than the switch value, the
product function is relatively diffuse, and it is evaluated on
the quadrature grid to accumulate the diffuse contribution
to the total density. Finally, the multipole moments are
evaluated from the diffuse density, the integration being
carried out for each atom grid separately and the moments
assigned to the corresponding atom. A value of 4 has been
found satisfactory for the switch between methods. A value
of zero causes the old method to be used throughout.

Integration over a grid is a slow process, and treating every
product of primitives individually makes it even slower, so
the new method is considerably slower than the oldsby a
factor of 2 orders of magnitude or moresbut the computation
times are still short enough not to be a concern. For
formamide, with a cc-pVQZ basis set (255 basis functions)
and a large integration grid, the time needed is a few minutes
on a Pentium 4 workstation. The CPU time scales roughly
as the square of the number of diffuse functions in the basis.

The program can be downloaded from my web site,
www.stone.ch.cam.ac.uk, and full documentation is provided.

V. Conclusions
Although the distributed multipole analysis procedure, as
originally defined, was entirely satisfactory 25 years ago,
when small basis sets were the norm and few calculations
included diffuse functions, it becomes less satisfactory for
modern large basis sets with many diffuse functions. As the
basis set size is increased, the distributed multipole moments
do not approach converged values but oscillate in a divergent
fashion. The overall molecular moments, and the electrostatic
potential derived from the distributed multipoles, do converge
satisfactorily with increasing basis set size, but the lack of
converged distributed multipoles is, nevertheless, an unsat-
isfactory feature.

The revised method described in this paper deals with this
problem by integrating the diffuse contributions to the
electron density by grid-based quadrature, while the more
compact functions are handled by exact Gauss-Hermite
quadrature as in the original procedure. The resulting method

is very stable with respect to increasing basis set size and,
indeed, reaches convergence for relatively modest basis sets.
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Abstract: A new charge model, called Charge Model 4 (CM4), and a new continuum solvent
model, called Solvation Model 6 (SM6), are presented. Using a database of aqueous solvation
free energies for 273 neutrals, 112 ions, and 31 ion-water clusters, parameter sets for the
mPW0 hybrid density functional of Adamo and Barone (Adamo, C.; Barone, V. J. Chem. Phys.
1998, 108, 664-675) were optimized for use with the following four basis sets: MIDI!6D, 6-31G-
(d), 6-31+G(d), and 6-31+G(d,p). SM6 separates the observable aqueous solvation free energy
into two different components: one arising from long-range bulk electrostatic effects and a second
from short-range interactions between the solute and solvent molecules in the first solvation
shell. This partition of the observable solvation free energy allows SM6 to effectively model a
wide range of solutes. For the 273 neutral solutes in the test set, SM6 achieves an average
error of ∼0.50 kcal/mol in the aqueous solvation free energies. For solutes, especially ions,
that have highly concentrated regions of charge density, adding an explicit water molecule to
the calculation significantly improves the performance of SM6 for predicting solvation free
energies. The performance of SM6 was tested against several other continuum models, including
SM5.43R and several different implementations of the Polarizable Continuum Model (PCM).
For both neutral and ionic solutes, SM6 outperforms all of the models against which it was
tested. Also, SM6 is the only model (except for one with an average error 3.4 times larger) that
improves when an explicit solvent molecule is added to solutes with concentrated charge
densities. Thus, in SM6, unlike the other continuum models tested here, adding one or more
explicit solvent molecules to the calculation is an effective strategy for improving the prediction
of the aqueous solvation free energies of solutes with strong local solute-solvent interactions.
This is important, because local solute-solvent interactions are not specifically accounted for
by bulk electrostatics, but modeling these interactions correctly is important for predicting the
aqueous solvation free energies of certain solutes. Finally, SM6 retains its accuracy when used
in conjunction with the B3LYP and B3PW91 functionals, and in fact the solvation parameters
obtained with a given basis set may be used with any good density functional or fraction of
Hartree-Fock exchange.

1. Introduction
Continuum solvent models are an attractive alternative to
explicit solvent approaches, because they require less com-
putational effort, making them applicable to larger solutes,

extensive conformational analysis, and large libraries of
compounds. Continuum solvent models have advanced to a
point where aqueous solvation free energies of typical neutral
organic solutes can usually be predicted accurately to better
than 1 kcal/mol. However, the development of methods for
accurately predicting aqueous solvation free energies of ionic
solutes has been much less successful. In part, this is due to
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the limited availability of experimental solvation free energies
for ionic solutes. Unlike neutral solutes, for which aqueous
solvation free energies can be obtained directly from partition
coefficients of solutes between the gas phase and dilute
aqueous solution, aqueous solvation free energies of ionic
solutes must be determined from other experimental observ-
ables. Because of this, there is a certain degree of uncertainty
associated with making direct comparisons between calcu-
lated and experimental aqueous solvation free energies for
ions, making the development of a model that is able to treat
neutral and ionic solutes at the same level of accuracy a very
challenging task. In addition, because of strong electrostatic
effects arising from localized solute-solvent interactions, the
magnitudes of solvation free energies are much greater for
ions than for neutrals, requiring smaller percentage errors
for the same absolute accuracy. Because the differential
solvation free energy between a given acid/base pair can be
used in various thermodynamic cycles to determine pKa,
developing a model that can be used to predict these free
energies accurately is a high priority.

A number of different strategies have been used to account
for short-range interactions within the framework of con-
tinuum solvation theory.1,2 For example, the SMx series of
models developed by our co-workers3-17 and us augments
the electrostatic portion of the calculated solvation free
energy with an empirical term that accounts for, among other
things, deviations of short-range interactions, primarily those
in the first solvation shell, from the bulk electrostatic limit.
Although this approach has been very successful in predicting
solvation free energies of neutral solutes, it remains unclear
whether this type of correction to the solvation free energy
can be applied to ionic solutes with the same success.

A key issue in predicting the large electrostatic effects
involved in solvation of ions is determining the shape of the
cavity that is used to define the boundary between the
electronic distribution of the solute and the continuum
solvent. In all of our recent SMx models7-16 (including the
one presented in this article), a single set of radii that are
dependent only on the atomic number of the given atom are
used to build up the molecular cavity. More elaborate
methods for assigning atomic radii depend on the local
chemical environment of the atom.18-23 One such prescrip-
tion, called the united atom for Hartree-Fock (UAHF)
method,23 assigns radii to atoms based on their hybridization
states, what other atoms are bonded to them, and their formal
charge. These radii are often used in conjunction with the
popular polarizable continuum models (PCMs)24-34 to predict
aqueous solvation free energies. Other methods have been
proposed in which the atomic radii depend on partial atomic
charge, and several groups have had some success using
charge-dependent atomic radii in continuum solvation
calculations,35-41 although the work has been limited to a
small number of solutes. Other methods define the solute
cavity as the contour on which the solute electronic density
is equal to some constant value.42 For example, Chipman
has recently shown43 that using a value of 0.001e/a0

3 for
the isodensity contour along with a continuum model44 results
in accurate aqueous solvation free energies for a series of
protonated amines. However, Chipman also showed in his
work43 that for a series of oxygen-containing anions, no

single common contour value could be used to accurately
predict their absolute aqueous solvation free energies.
Chipman attributed this finding to the inability of a con-
tinuum model alone to account for strong anion-water
interactions in the first solvation shell and suggested that
better results might be obtained by augmenting continuum
solvent calculations with other complementary methods that
are especially designed to account for specific short-range
interactions.

Adding explicit solvent molecules has been a popular
strategy for trying to incorporate the effects of specific
solute-solvent interactions into continuum solvent calcula-
tions. Often, this involves treating enough solvent molecules
classically or quantum mechanically to account for at least
the entire first solvation shell around the given solute.45

Depending on the solute, this may require a large number
of explicit solvent molecules, which can lead to a significant
increase in the amount of computational effort expended. In
addition to this problem, there are several other potential
problems associated with treating solvent molecules explic-
itly. First, for many solutes, there is no easy way to determine
the number or orientation of explicit water molecules in the
first solvation shell. For example, X-ray diffraction experi-
ments46 and various theoretical calculations47-51 lead to
average coordination numbers ranging from 6 to 9.3 for the
Ca2+ ion, suggesting that several different solvation structures
exist. Second, even for solutes for which the first solvation
shell is well defined, to properly treat even a few solvent
molecules explicitly will most likely involve the need to
sample over a large number of conformations that are local
minima. Finally, introducing explicit solvent molecules will
not yield more accurate solvation free energies if the level
of theory used to treat the system is not high enough. Because
properly treating nonbonded interactions usually requires
treatment of electron correlation and the use of fairly large
basis sets,52 any realistic attempt at using solute-water
clusters to calculate aqueous solvation free energies requires
an accurate treatment of the entire solute-solvent system,
which is practical only for small numbers of solvent
molecules. Despite these problems, hybrid approaches com-
bining quantal and classical treatments of solvent molecules
have had some success in predicting aqueous solvation free
energies of ions. For example, Pliego and Riveros showed53

that for a test set of 17 ions, including several explicit water
molecules in the continuum calculation significantly im-
proved the performance of the model. To determine the
number of explicit solvent molecules required in the calcula-
tion, these workers developed an approach in which the
aqueous solvation free energy of the bare solute is minimized
with respect to the number of coordinating waters.54 Besides
predicting solvation free energies of ions, this approach has
also been used to predict solvatochromic shifts,55,56 where
explicit solute-solvent effects between the electronically
excited solute and surrounding solvent molecules can have
large effects on both the magnitude and direction of the shift.

In the present paper, we will present a new continuum
solvent model called Solvation Model 6 (SM6). This model
is similar to our most recently developed previous continuum
model, called SM5.43R,15,16but improves on it in a number
of significant ways. In both of these models, SM6 and

1134 J. Chem. Theory Comput., Vol. 1, No. 6, 2005 Kelly et al.



SM5.43R, the aqueous solvation free energy is calculated
as a sum of free energies arising from long-range bulk
electrostatic effects, which are calculated by a self-consistent
reaction field (SCRF) calculation,12,57,58 and those from
nonbulk electrostatic effects, which are calculated using the
solvent accessible surface area (SASA)59,60of the solute and
a set of atomic surface tensions that depend on a set of
empirical parameters and the geometry of the solute. SM6
differs from SM5.43R in two important ways. First, SM6
uses an improved charge model, called Charge Model 4
(CM4), for assigning partial atomic charges. CM4 is a new
charge model developed as part of the present effort, and it
is presented later in the text and in the Supporting Informa-
tion. Second, SM6 is parametrized with a training set of
aqueous solvation free energies that has been improved in
three ways: (1) the neutral portion of the training set has
been extended to include molecules containing certain
functionalities that were not present in the SM5.43R training
set, (2) we use a larger and improved set of data for ionic
solutes, and (3) aqueous solvation data for various ion-water
clusters and the water dimer have been added, and the entire
philosophy of the parametrization of Coulomb radii is
changed to reflect the use of cluster data in place of bare-
ion data for cases where continuum solvent models are
expected to be inadequate for bare ions.

SM6 calculations may use any reasonable gas-phase or
liquid-phase geometry of the solute to calculate its aqueous
solvation free energy. In addition, geometry optimizations
in the liquid phase using analytical free-energy gradients can
be efficiently carried out.13 We previously denoted the case
for which aqueous solvation free energies were calculated
using gas-phase geometries with the suffix “R” and those in
which they were calculated using liquid-phase geometries
by dropping the “R” suffix (which stands for “rigid”); here
we will drop the “R” suffix in all cases and use the standard
Pople notation. For example, a single-point SM6 calculation
at the MPW25/6-31+G(d,p) level using a gas-phase geom-
etry optimized at the MPW25/MIDI! level of theory would
be written as SM6/MPW25/6-31+G(d,p)//MPW25/MIDI!,
whereas if the consistent liquid-phase geometry were used,
this calculation would be written as SM6/MPW25/6-31+G-
(d,p). A solvation free energy calculated by SM6/MPW25/
6-31+G(d,p) at a gas-phase geometry computed by the same
electronic structure level (i.e., MPW25/6-31+G(d,p)) can be
denoted SM6/MPW25/6-31+G(d,p)//MPW25/6-31+G(d,p)
or for short SM6/MPW25/6-31+G(d,p)//g, where //g denotes
a gas-phase geometry at the same level.

Four new parametrizations of SM6 for the MPWX hybrid
density functional will be presented, where each parametriza-
tion uses a particular basis set. These four basis sets are
MIDI!6D 61,62 and Pople’s63 popular 6-31G(d), 6-31+G(d),
and 6-31+G(d,p) basis sets. The MPWX functional uses
Barone and Adamo’s64 modified version of Perdew and
Wang’s exchange functional,65 Perdew and Wang’s PW91
correlation functional, and a percentageX of Hartree-Fock
exchange.16 The parameters presented here can be used with
any value ofX, which is a stability feature pointed out in a
previous paper.16 This is particularly useful, because depend-
ing on the problem, it may be advantageous to optimizeX
in the gas phase or in solution. For example,X ) 42.8 has

been optimized for kinetics (resulting in the MPW1K
functional66), X ) 40.6 for Y- + RY nucleophilic substitution
reactions (Y) F, Cl; the MPW1N functional67), X ) 6 for
conformations of sugars,68 andX ) 25 has been suggested
for predicting heats of formation64 (this is the mPW1PW91
functional of Barone and Adamo,64 which they also call
mPW0 and which we also refer to as MPW25, or MPWX,
with X ) 25). We chose to base the present parametrizations
on the MPWX hybrid density functional for two reasons.
First, as mentioned above, methods for predicting various
gas-phase properties that employ different values ofX with
this functional have already been developed, and it is useful
to have a set of solvation parameters that can also be used
with anyX. Second, the MPWX functional has been shown
to be more accurate than the popular B3LYP69 and HF70

methods for predicting energies of reaction and barrier
heights.66,71 Furthermore, two of the parametrizations pre-
sented here are for basis sets containing diffuse functions.
This is important because diffuse functions are often required
for accurate calculations of conformational energies and
barrier heights.72 Thus, the parametrizations based on the
6-31+G(d) and 6-31G+(d,p) basis sets are of special interest,
because they can be applied in cases where one wants to
use the same level of theory for calculating relative energies
in the gas phase and in the aqueous phase.

In addition to parametrizing a new charge model and a
new aqueous solvent model, the present article has a third
goal, namely, to ascertain what effect adding explicit solvent
molecules has on the accuracy of continuum solvent models
for predicting aqueous solvation free energies. For this, we
added asingleexplicit water molecule to some of the solutes
in our training set, and we used the resulting solute-solvent
cluster to calculate the aqueous solvation free energy. Since
the effort in this approach is modest because we are limiting
the number of explicit water molecules to one and because
the solute-solvent system will be modeled as a single, rigid
conformation, the approach is very practical and does not
have most of the problems associated with adding several
explicit solvent molecules that were outlined above. Fur-
thermore, the comparison between aqueous solvation free
energies calculated using bare solutes to those calculated
using solute-solvent clusters provides insight into whether
continuum solvent models are appropriate for calculating
aqueous solvation free energies of solute-water clusters as
well as whether the performance of these models can be
improved in cases where specific localized solute-solvent
interactions are expected to play a large role in determining
an aqueous solvation free energy.

Section 2 presents the experimental data used to train and
test the new model, which is itself presented in section 3.
Section 4 is concerned with parametrization, and section 5
gives the results. Sections 6 and 7 present discussion and
conclusions, respectively.

2. Experimental Data
2.1. Standard States.All data and calculations are for 298
K. All experimental and calculated gas-phase free energies
are tabulated using an ideal gas at 1 atm as the reference
state. Free energies that employ this standard state definition
will be denoted by the superscript “o”. All experimental and
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calculated solvation free energies are tabulated for an ideal
gas at a gas-phase concentration of 1 mol/L dissolving as
an ideal solution at a liquid-phase concentration of 1 mol/L.
Free energies that employ this standard state definition will
be denoted by the superscript “*”. The relationship between
these two standard states is

and

where73

At 298 K ∆G°f* equals 1.89 kcal/mol.
2.2. Neutral Solutes.For neutral solutes, we start with

all of the experimental aqueous solvation free energy data
from the previously described SM5.43R training set,15 which
includes 257 aqueous solvation free energies for solutes
containing at most H, C, N, O, F, P, S, Cl, and/or Br. To
these data, we added additional aqueous solvation data for
various reasons. Aqueous solvation free energies were added
for methylhydrazine and 1,1-dimethylhydrazine in order to
test the performance of SM6 without the surface tension
previously7-17,74,75 applied to solutes containing hydrogen
atoms in the vicinity of two nitrogen atoms (e.g., hydrazines
and hydrazones with a hydrogen attached to one of the
individual nitrogen atoms). Data for hydrogen peroxide,
methyl peroxide, and ethyl peroxide were added because the
SM5.43R training set does not contain any data for peroxides.
The SM5.43R training set contains an aqueous solvation free
energy for aniline but no other aniline analogues, so we added
data forortho-, meta-, and para-methylaniline as well as
N-methyl-,N-ethyl-, andN,N-dimethylaniline. We also added
1,2-ethanediamine and 3-aminoaniline because the SM5.43R
training set does not contain any data for solutes with more
than one amino group in the same solute. Finally, we added
urea and benzamide because the SM5.43R training set
contains only one solute with urea functionality (1-dimethyl-
3-phenylurea) and three solutes with amide functionality
(acetamide, Z-N-methylacetamide, andE-N-methylaceta-
mide).

We also examined the accuracy of several experimental
solvation free energies that were used in earlier versions of
our training sets. In our previous training sets that include
hydrazine,7-17,74,75 we used a value of-9.30 kcal/mol for
the aqueous solvation free energy. Here, this value has been
replaced by a value of-6.26 kcal/mol, which was obtained
using experimental values for the vapor pressure and aqueous
solubility.76,77For methyl benzoate, the value of-2.22 kcal/

mol that was used in our previous training sets15-17 has been
replaced by a value of-3.91 kcal/mol that was also obtained
using experimental values for the vapor pressure and aqueous
solubility.76,77

We also added the aqueous solvation free energy for the
water dimer. This free energy can be determined using the
free energy cycle shown in Scheme 1, according to

where ∆GS
/(H2O) is the aqueous solvation free energy of

water, and∆G°gas(B.E.) is the gas-phase binding free en-
ergy, which equalsG°gas(H2O‚H2O) - 2G°gas(H2O). Substi-
tuting experimental values of-6.31 kcal/mol for
∆GS

/(H2O) and 3.34 kcal/mol78 for ∆G°gas(B.E.) into eq 4
gives-14.06 kcal/mol for the aqueous solvation free energy
of the water dimer (at 298 K).

Adding the new data described to the SM5.43R training
set and correcting the two values mentioned in the previous
paragraph results in a new data set with a total of 273
aqueous solvation free energies for neutral solutes containing
at most H, C, N, O, F, P, S, Cl, and/or Br. This will be
called the SM6 neutral-solute aqueous free-energy-of-sol-
vation data set. These solvation free energies are listed in
Table S1 of the Supporting Information.

2.3. Ionic Solutes.For our previous models that included
data for ionic soutes,3-17,74,75aqueous solvation free energies
were taken from Floria´n and Warshel79 and Pearson80 and
then updated based on changes in the accepted absolute
aqueous solvation energy of the proton. Based on a careful
analysis of the ionic data in the SM5.43R training set (which
contains aqueous solvation free energies for 47 ionic solutes),
we decided to develop two entirely new data sets of
experimental solvation free energies for ionic solutes. The
first new data set, which is listed in Tables 1 and 2, contains
aqueous solvation free energies for 112 ionic solutes (60
anions and 52 cations). This will be called the SM6
unclustered-ion data set, and it is described in the next two
paragraphs and further discussed in the two paragraphs after
that.

For the aqueous solvation free energy of the proton,
∆GS

/(H+), we used Zhan and Dixon’s value of-264 kcal/
mol.81 For the remaining cations, we used the thermodynamic
cycle shown in Scheme 2 along with eq 5

where pKa is the negative common logarithm of the aqueous
acid dissociation constant of AH and∆Ggas

/ is the same as
∆Gaq

/ except for the gas phase. Using Scheme 2 then yields
the standard-state aqueous solvation free energy of AH+ as

where∆GS
/(A) is the aqueous solvation free energy of the

neutral species A,∆GS
/(H+) is the aqueous solvation free

energy of the proton, and∆G°gas(A) is the gas-phase basicity
of A, equal to G°gas(A) + G°gas(H

+) - G°gas(AH+). The

Scheme 1

∆Ggas
/ ) ∆G°gas+ ∆G°f* (1)

∆GS
/ ) ∆G°S - ∆G°f* (2)

∆G°f* ) RTln(24.46) (3)

∆GS
/(H2O‚H2O) ) 2∆GS

/(H2O) - ∆G°gas(B.E.) + ∆G°f*

(4)

∆Gaq
/ ) 2.303RTpKa (5)

∆GS
/(AH+) ) ∆G°gas(A) + ∆G°f* + ∆GS

/(A) + ∆GS
/

(H+) - 2.303RTpKa(AH+) (6)
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Table 1. Aqueous Solvation Free Energies (kcal/mol) of Bare Anionsa

A- AH ∆G°gas (AH)b pKa (AH)c ∆GS
/ (AH)d ∆GS

/ (A-)

HC2
- acetylene 370.0 ( 1.8 21.7e 0.0 -74 ( 3

HCO2
- formic acid 338.3 ( 1.5 3.8 -7.0f -78 ( 2

CH3CO2
- acetic acid 341.4 ( 2.0 4.8 -6.7 -80 ( 3

CH3CH2CO2
- propanoic acid 340.4 ( 2.0 4.9 -6.5 -78 ( 3

CH3(CH2)4CO2
- hexanoic acid 339.0 ( 2.1 4.9 -6.2 -76 ( 3

H2CdCHCO2
- acrylic acid 337.2 ( 2.8 4.3 -6.6f -76 ( 3

CH3COCO2
- pyruvic acid 326.5 ( 2.8 2.5 -9.4f -70 ( 3

C6H5CO2
- benzoic acid 333.0 ( 2.0 4.2 -7.9f -73 ( 3

CH3O- methanol 375.0 ( 0.6 15.5 -5.1 -97 ( 2
C2H5O- ethanol 371.3 ( 1.1 15.9 -5.0 -93 ( 2
CH3CH2CH2O- 1-propanol 369.4 ( 1.4 16.1 -4.8 -90 ( 2
(CH3)2CHO- 2-propanol 368.8 ( 1.1 17.1 -4.8 -88 ( 2
CH3CH2CHOCH3

- 2-butanol 367.5 ( 2.0 17.6 -4.7f -86 ( 3
C(CH3)3O- t-butanol 367.9 ( 1.1 19.2 -4.5 -84 ( 2
H2CdCHCH2O- allyl alcohol 366.6 ( 2.8 15.5 -5.1 -88 ( 3
C6H5CH2O- benzyl alcohol 363.4 ( 2.0 15.4 -6.6f -87 ( 3
CH3OCH2CH2O- 2-methoxyethanol 366.8 ( 2.0 14.8 -6.8 -91 ( 3
C6H5O- phenol 342.9 ( 1.3 10.0 -6.6 -74 ( 2
o-CH3C6H4O- 2-methylphenol 342.4 ( 2.0 10.3 -5.9 -72 ( 3
m-CH3C6H4O- 3-methylphenol 343.3 ( 2.0 10.1 -5.5 -73 ( 3
p-CH3C6H4O- 4-methylphenol 343.8 ( 2.0 10.3 -6.1 -74 ( 3
CH2OHCH2O- 1,2-ethanediol 360.9 ( 2.0 15.4 -9.3 -87 ( 3
m-HOC6H4O- 3-hydroxyphenol 339.1 ( 2.0 9.3g -11.4f -76 ( 3
p-HOC6H4O- 4-hydroxyphenol 343.1 ( 2.0 9.9g -11.9f -80 ( 3
CH3OO- methyl hydroperoxide 367.6 ( 0.7 11.5 -5.3h -95 ( 2
CH3CH2OO- ethyl hydroperoxide 363.9 ( 2.0 11.8 -5.3h -91 ( 3
CH2(O)CH - acetaldehyde 359.4 ( 2.0 16.5 -3.5f -78 ( 3
CH3C(O)CH2

- acetone 362.2 ( 2.0 19.0 -3.9 -78 ( 3
CH3CH2C(O)CHCH3

- 3-pentanone 361.4 ( 2.0 19.9 -3.3f -76 ( 3
CH2CN - acetonitrile 366.0 ( 2.0 25.0 -3.9 -74 ( 3
NCNH - cyanamide 344.0 ( 2.0 10.3g -6.2f -74 ( 3
C6H5NH - aniline 359.1 ( 2.0 27.7 -5.5 -65 ( 3
(C6H5)2N - diphenylamine 343.8 ( 2.0 22.4 -5.3f -56 ( 3
CN - hydrogen cyanide 343.7 ( 0.3 9.2 i -3.1f -72 ( 2
o-NO2C6H4O- 2-nitrophenol 329.5 ( 2.0 7.2 -4.5f -62 ( 3
m-NO2C6H4O- 3-nitrophenol 327.6 ( 2.0 8.4 -9.6f -64 ( 3
p-NO2C6H4O- 4-nitrophenol 320.9 ( 2.0 7.1 -10.6f -60 ( 3
CH2NO2

- nitromethane 350.4 ( 2.0 10.2 -4.0f -78 ( 3
p-NO2C6H5NH - 4-nitroaniline 336.2 ( 2.0 18.2 -9.9f -59 ( 3
CH3CONH - acetamide 355.0 ( 2.0 15.1 -9.7 -82 ( 3
CH3S- methanethiol 350.6 ( 2.0 10.3 -1.2 -76 ( 3
CH3CH2S- ethanethiol 348.9 ( 2.0 10.6 -1.3 -74 ( 3
C3H7S- 1-propanethiol 347.9 ( 2.0 10.7 -1.1 -72 ( 3
C6H5S- thiophenol 333.8 ( 2.0 6.6 -2.6 -65 ( 3
CH3S(O)CH2

- dimethyl sulfoxide 366.8 ( 2.0 33.0 -9.8f -70 ( 3
CCl3- chloroform 349.7 ( 2.0 24.0 -1.1 -56 ( 3
CF3CO2

- trifluoroacetic acid 316.7 ( 2.0 0.5 -7.3f -61 ( 3
CH2ClCO2

- chloroacetic acid 328.9 ( 2.0 2.9 -8.7f -72 ( 3
CHCl2CO2

- dichloroacetic acid 321.5 ( 2.0 1.4 -6.6f -64 ( 3
CF3CH2O- 2,2,2-trifluoroethanol 354.1 ( 2.0 12.4 -4.3 -80 ( 3
CH(CF3)2O- 1,1,1,3,3,3-hexafluoropropan-2-ol 338.4 ( 2.0 9.3 -3.8 -67 ( 3
ClC6H4O- 2-chlorophenol 337.1 ( 2.0 8.5 -4.5f -68 ( 3
ClC6H4O- 4-chlorophenol 336.5 ( 2.0 9.4 -6.2f -68 ( 3
HO - water 383.7 ( 0.2 15.7 -6.3 -107 ( 2
HO2

- hydrogen peroxide 368.6 ( 0.6 11.7 -8.6h -99 ( 2
O2

- hydroperoxyl radical 346.7 ( 0.8 4.7 -7.0 j -85 ( 2
HS- hydrogen sulfide 344.9 ( 1.2 7.0 -0.7 -74 ( 2
F- hydrofluoric acid -102 ( 2k

Cl- hydrochloric acid -73 ( 2k

Br- hydrobromic acid -66 ( 2k

a Aqueous solvation free energies are for a temperature of 298 K. b Gas-phase basicities taken from ref 83. c From ref 87, unless otherwise
noted. d From the current data set unless otherwise noted. e Reference 89. f Reference 76. g Reference 91. h Reference 86. i Reference 92.
j Reference 85. k Reference 82.
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experimental aqueous solvation free energies of F-, Cl-, and
Br- were taken from Tissandier et al.82 and adjusted for a
change in the standard state and the value used here for
∆GS

/(H+). For the remaining anions, we used the free
energy cycle shown in Scheme 2 and eq 5 to determine the

aqueous solvation free energy according to

Table 2. Aqueous Solvation Free Energies of Bare Cationsa

AH+ AH ∆G°gas (AH+)b pKa (AH+) c ∆GS
/ (AH)d ∆GS

/ (AH+)

CH3OH2
+ methanol 173.2 ( 2.0 -2.1 -5.1 -91 ( 3

CH3CH2OH2
+ ethanol 178.0 ( 2.0 -1.9 -5.0 -86 ( 3

(CH3)2OH+ dimethyl ether 182.7 ( 2.0 -2.5 -1.8 -78 ( 3
(C2H5)2OH+ diethyl ether 191.0 ( 2.0 -2.4 -1.8 -70 ( 3
CH3C(OH)CH3

+ acetone 186.9 ( 2.0 -2.9 -3.9 -75 ( 3
CH3COHC6H5

+ acetophenone 198.2 ( 2.0 -4.3 -4.6 -63 ( 3
CH3NH3

+ methylamine 206.6 ( 2.0 10.6 -4.6 -74 ( 3
CH3(CH2)2NH3

+ n-propylamine 211.3 ( 2.0 10.6 -4.4 -70 ( 3
(CH3)2CHNH3

+ isopropylamine 212.5 ( 2.0 10.6 -3.7e -68 ( 3
C(CH3)3NH3

+ t-butylamine 215.1 ( 2.0 10.7 -3.9e -65 ( 3
c-C6H11NH3

+ cyclohexanamine 215.0 ( 2.0 10.7 -5.1e -67 ( 3
H2CdCHCH2NH3

+ allylamine 209.2 ( 2.0 9.5 -4.3e -70 ( 3
(CH3)2NH2

+ dimethylamine 214.3 ( 2.0 10.7 -4.3 -67 ( 3
(C2H5)2NH2

+ diethylamine 219.7 ( 2.0 11.0 -4.1 -62 ( 3
(n-C3H7)2NH2

+ di-n-propylamine 222.1 ( 2.0 11.0 -3.7 -59 ( 3
(H2CdCHCH2)2NH2

+ diallylamine 219.0 ( 2.0 9.3 -4.0e -60 ( 3
(CH3)3NH+ trimethylamine 219.4 ( 2.0 9.8 -3.2 -59 ( 3
(C2H5)3NH+ triethylamine 227.0 ( 2.0 10.8 -3.0e -53 ( 3
(n-C3H7)3NH+ tri-n-propylamine 229.5 ( 2.0 10.3 -2.5e -49 ( 3
C6H5NH3

+ aniline 203.3 ( 2.0 4.6 -5.5 -70 ( 3
o-CH3C6H4NH3

+ 2-methylaniline 205.3 ( 2.0 4.5 -5.6e -68 ( 3
m-CH3C6H4NH3

+ 3-methylaniline 206.5 ( 2.0 4.7 -5.7e -68 ( 3
p-CH3C6H4NH3

+ 4-methylaniline 206.7 ( 2.0 5.1 -5.6e -68 ( 3
m-NH2C6H4NH3

+ 3-aminoaniline 214.9 ( 2.0 5.0 -9.9e -64 ( 3
C6H5NH2CH3

+ N-methylaniline 212.7 ( 2.0 4.9 f -4.7e -61 ( 3
C6H5NH2CH2CH3

+ N-ethylaniline 213.4 ( 2.0 5.1 f -4.6e -60 ( 3
C6H5NH(CH3)2

+ N,N-dimethylaniline 217.3 ( 2.0 5.1 -3.6e -55 ( 3
p-CH3C6H4NH(CH3)2

+ 4-methyl-N,N-dimethylaniline 219.4 ( 2.0 5.6 -3.7e -54 ( 3
C6H5NH(CH2CH3)2

+ N,N-diethylaniline 221.8 ( 2.0 6.6 -2.9e -52 ( 3
C10H7NH3

+ 1-aminonaphthalene 209.2 ( 2.0 3.9 -7.3e -66 ( 3
C2H4NH2

+ aziridine 208.5 ( 2.0 8.0 -4.5e -69 ( 3
C3H6NH2

+ azetidine 217.2 ( 2.0 11.3 -5.6 -66 ( 3
C4H8NH2

+ pyrrolidine 218.8 ( 2.0 11.3 -5.5 -64 ( 3
C5H10NH2

+ piperidine 220.0 ( 2.0 11.1 -5.1 -62 ( 3
C6H12NH2

+ azacycloheptane 220.7 ( 2.0 11.1 -4.9e -61 ( 3
C4H5NH+ pyrrole 201.7 ( 2.0 -3.8 -4.3e -60 ( 3
C5H5NH+ pyridine 214.7 ( 2.0 5.2 -4.7 -59 ( 3
C9H7NH+ quinoline 220.2 ( 2.0 4.8 -5.7e -54 ( 3
C4H8NHNH2

+ piperazine 218.6 ( 2.0 9.7 -7.4 -64 ( 3
CH3CNH+ acetonitrile 179.0 ( 2.0 -10.0g -3.9 -73 ( 3
p-CH3OC6H4NH3

+ 4-methoxyaniline 207.6 ( 2.0 5.3 -7.6e -69 ( 3
p-NO2C6H4NH3

+ 4-nitroaniline 199.4 ( 2.0 1.0 -9.9e -74 ( 3
C4H8ONH2

+ morpholine 213.0 ( 2.0 8.4 -7.2 -68 ( 3
CH3COHNH2

+ acetamide 199.0 ( 2.0 -0.6 -9.7 -72 ( 3
C6H5COHNH2

+ benzamide 205.8 ( 2.0 -1.4 -10.9e -65 ( 3
(CH3)2SH+ dimethyl sulfide 191.5 ( 2.0 -7.0 -1.5 -63 ( 3
(CH3)2SOH+ dimethyl sulfoxide 204.0 ( 2.0 -1.5 -9.8e -66 ( 3
m-ClC6H4NH3

+ 3-chloroaniline 199.9 ( 2.0 3.5 -5.8e -73 ( 3
p-ClC6H4NH3

+ 4-chloroaniline 201.2 ( 2.0 4.0 -5.9e -72 ( 3
NH4

+ ammonia 195.7 ( 2.0 9.3 h -4.3 -83 ( 3
HNNH2

+ hydrazine 196.6 ( 2.0 8.1 -6.3e -83 ( 3
H3O+ water 157.7 ( 0.7 -1.7 -6.3 -108 ( 2
a Aqueous solvation free energies are for a temperature of 298 K. b Gas-phase basicities from ref 84. c From ref 87, unless otherwise noted.

d From the current data set, unless otherwise noted. e Reference 76. f Reference 91. g Reference 88. h Reference 92.

∆GS
/(A-) ) -∆G°gas(A

-) - ∆G°f* + ∆GS
/(AH) -

∆GS
/(H+) + 2.303RTpKa(AH) (7)
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where∆G°gas(A
-) is the gas-phase basicity of A-, equal to

G°gas(A
-) + G°gas(H

+) - G°gas(AH).
Experimental gas-phase basicities of anions and acidities

of neutral species were taken from the National Institute of
Standards and Technology (NIST) database;83 experimental
gas-phase basicities of neutral species were taken from the
most recent compilation of Lias et al.84 For neutral species,
experimental aqueous solvation free energies were taken from
the data set described in section 2.2 and from several
additional sources.76,85,86 A large part of the experimental
aqueous pKa data used here was taken from the compilation
of Stewart;87 pKa data not available in this compilation were
taken from several additional sources.88-92

We note that gas-phase free energies and aqueous solvation
energies for neutral solutes can be calculated fairly ac-
curately, and several other compilations of aqueous solvation
free energies of ions79,80,93 use theoretical data for these
quantities. Although we did not use theoretical values in
deriving any of the free energies shown in Tables 1 and 2,
future extensions of the present database could include
aqueous solvation energies determined from calculated data.

The aqueous solvation free energies reported here can be
compared to the recent compilation of Pliego et al.,93 who
used the same thermodynamic cycle, along with Tissandier
et al.’s82 value of -266 kcal/mol for∆GS

/(H+), in deter-
mining the aqueous solvation free energies for 56 ions. (Note
that the above value of-266 kcal/mol for∆GS

/(H+) reflects
the standard-state correction required in order to adjust
Tissandier et al.’s reported value of-264 kcal/mol,82 which
is for a gas-phase standard state of 1 atm combined with an
aqueous phase standard state of 1 mol/L, to a standard state
that uses a concentration of 1 mol/L in both the gas and
aqueous phases. Also note that Tissandier’s reported value
of -264 kcal/mol has sometimes been misinterpreted as
corresponding to a standard state of 1 mol/L in both the gas
and aqueous phases.15,16,94-96) Making an adjustment to
account for the difference between the value used for
∆GS

/(H+) here and the value used in Pliego and Riveros’
work brings the two sets of data into very good agreement
with one another.

2.4. Water-Solute Clusters.We also compiled another
data set, to be called the selectively clustered-ion data set,
in which 31 bare ions in the unclustered-ion data set were
replaced by the ion-water clusters that are listed (along with
the water dimer) in Table 3. Using the free energy cycle
shown in Scheme 3, the aqueous solvation free energies of
these 31 solute-water clusters were determined according
to

In the above equation, aqueous solvation free energies of
the unclustered ions∆GS

/(M() were taken from Tables 1 or
2. When available, experimental values for the gas-phase
binding energies were used in the above equation. When
experimental values were not available, we calculated them
at the B97-197/MG3S98 level of theory, which has recently
been shown52 to perform well for nonbonded interactions in
the gas phase.

2.5. Uncertainty of Experimental Data.We have previ-
ously estimated an average uncertainty of 0.2 kcal/mol for
aqueous solvation free energies of neutral solutes in our data
sets.15 The uncertainties in the aqueous solvation free energies
for ionic solutes are significantly greater due in part to their

Scheme 2 Table 3. Aqueous Solvation Free Energies for
Solute-Water Clustersa

A‚H2Ob ∆G°gas(B.E.)c ∆GS
/ (A)d ∆GS

/ (A‚H2O)

H2O(H2O) 3.34 ( 0.50e -6.31 ( 0.20 -14.06 ( 0.57

CH3OH2(H2O)+ -18.5 f -91.1 ( 2.8 -77 ( 3

CH3CH2OH2(H2O)+ -16.8f -86.5 ( 2.8 -74 ( 3

(CH3)2OH(H2O)+ -15.4f -77.8 ( 2.8 -67 ( 3

(C2H5)2OH(H2O)+ -11.4 ( 2.0g -69.6 ( 2.8 -62 ( 3

CH3C(OH)CH3(H2O)+ -12.8f -75.1 ( 2.8 -67 ( 3

CH3COHC6H5(H2O)+ -10.8f -62.6 ( 2.8 -56 ( 3

NH4(H2O)+ -12.6f -83.3 ( 2.8 -75 ( 3

H3O(H2O)+ -27.0 ( 2.0g -108.4 ( 2.0 -86 ( 3

C2H(H2O)- -10.6 ( 1.0f -78.4 ( 2.6 -72 ( 3

CN(H2O)- -8.3 ( 0.7f -72.2 ( 1.9 -68 ( 2

CH3O(H2O)- -17.00 ( 0.30f -96.9 ( 2.0 -84 ( 2

C2H5O(H2O)- -14.2 ( 2.0g -92.6 ( 2.2 -83 ( 3

CH3CH2CH2O(H2O)- -14.6 ( 2.0g -90.2 ( 2.4 -80 ( 3

(CH3)2CHO(H2O)- -12.3 ( 2.0g -88.2 ( 2.2 -80 ( 3

CH3CH2CHOCH3(H2O)- -9.9 ( 2.0g -86.1 ( 2.8 -81 ( 3

C(CH3)3O(H2O)- -12.2 ( 2.0g -84.2 ( 2.2 -76 ( 3

H2CdCHCH2O(H2O)- -13.5 ( 2.0g -88.5 ( 3.4 -79 ( 4

C6H5CH2O(H2O)- -11.6 ( 2.0g -87.0 ( 2.8 -80 ( 3

CH3OCH2CH2O(H2O)- -13.5 ( 2.0g -91.4 ( 2.8 -82 ( 3

CH2OHCH2O(H2O)- -14.0 ( 2.0g -87.2 ( 2.8 -78 ( 3

CF3CH2O(H2O)- -11.6 ( 2.0g -79.5 ( 2.8 -72 ( 3

CH(CF3)2O(H2O)- -6.0 ( 2.0g -67.4 ( 2.8 -66 ( 3

CH3OO(H2O)- -14.6 ( 2.0g -95.2 ( 2.0 -85 ( 3

CH3CH2OO(H2O)- -14.1 ( 2.0g -91.1 ( 2.8 -91 ( 3

HO(H2O)- -19.8 ( 1.4f -106.6 ( 1.9 -91 ( 2

HO2(H2O)- -17.0 ( 2.0g -99.2 ( 2.0 -87 ( 3

O2(H2O)- -12.1 ( 2.0f -85.2 ( 2.1 -78 ( 3

HS(H2O)- -8.6 ( 2.0f -74.0 ( 2.3 -70 ( 3

F(H2O)- -12.5 ( 1.6f -102.5 ( 1.9 -94 ( 3

Cl(H2O)- -9.0 ( 4.0f -72.7 ( 1.9 -68 ( 4

Br(H2O)- -7.1 ( 2.0f -66.3 ( 1.9 -64 ( 3
a Aqueous solvation free energies are for a temperature of 298 K.

b B97-1/MG3S optimized geometries. c Water-solute binding free
energies. d Aqueous solvation free energy of the bare solute. e Ex-
perimental value, taken from ref 78. f Experimental value, taken from
ref 100. g Theoretical value, calculated at the B97-1/MG3S level of
theory.

Scheme 3

∆GS
/(H2O‚M() ) ∆GS

/(H2O) + ∆GS
/(M() -

∆G°gas(B.E.) + ∆G°f* (8)
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large magnitudes but also due to uncertainties associated with
each of the experimental quantities (except pKa, as discussed
below) used to determine them. The uncertainties in aqueous
solvation free energies for ionic solutes are reported here as
the root-sum-of-squares combination of each of the uncer-
tainties associated with the individual experimental measure-
ments used to determine them.

All of the gas-phase basicities of anions were taken from
the NIST tables.83 In several cases, more than one experi-
mental measurement was available for a single molecule, in
which case the average value was used. For molecules where
more than one experimental measurement was available, we
calculated the standard deviation from the mean and com-
pared this value to the smallest value for the uncertainty
associated with any of the individual measurements. The
uncertainty reported here is the larger of these two values.
For the gas-phase basicities of neutrals, the only molecule
used in this work for which an absolute experimental value
has been reported is water; this measurement has an
experimental uncertainty of 0.7 kcal/mol. For the remaining
molecules considered here, the experimental gas-phase
basicities are relative values that have been obtained from
bracketing experiments. Following Hunter and Lias84 we
have assigned an uncertainty of 2.0 kcal/mol to data obtained
by bracketing.

An additional contribution to the overall uncertainty arises
from the value used for the aqueous solvation free energy
of the proton∆GS

/(H+). We use Zhan and Dixon’s value of
-264 kcal/mol81 for ∆GS

/(H+), to which we assign an
uncertainty of 2 kcal/mol.

Experimental pKa values that fall in the range 0-14 can
be measured quite accurately, and thus their uncertainty is
not included in calculating the overall uncertainties in the
aqueous solvation free energies of ions. Experimental pKa

values that fall outside the range 0-14 are somewhat more
uncertain, especially those pKa values that are 2 pKa units
or more outside this range.99 Despite this, we feel that the
relative uncertainties associated with the experimental pKa

values considered in this work that do fall outside this range
are small in comparison to the uncertainties associated with
the other experimental data, and thus we will not take them
into account.

Finally, for the solute-water clusters, an additional source
of uncertainty from the value used for the gas-phase binding
free energy∆G°gas(B.E.) must be considered. For the an-
ion-water clusters, all experimental values for∆G°gas(B.E.)
were taken from the NIST tables,100 in which the uncertainty
of each measurement is reported. The uncertainty associated
with the experimental∆G°gas(B.E.) values of the cations,
which were also taken the NIST tables, is negligible. For
theoretical ∆G°gas(B.E.) values calculated at the B97-1/
MG3S level of theory, we have estimated an uncertainty of
2.0 kcal/mol.

Based on the error analysis presented above, we estimate
that the uncertainty in the aqueous solvation free energy of
a typical ionic solute is approximately 3 kcal/mol, which is
lower than our previously estimated15 uncertainty of 4-5
kcal/mol.

3. Definition of SM6
In the SMx models, the solvation free energy∆GS

/ is
partitioned according to

where∆Eelec is the change in the solute’s internal electronic
energy in moving from the gas phase to the liquid phase at
the same geometry,∆Erelax is the change in the solute’s
internal energy due to changes in the geometry accompanying
the solvation process, and∆Gconc

/ accounts for the concen-
tration change between the gas-phase and the liquid-phase
standard states. Following the notation used in our previous
models, we will refer to the sums∆Eelec+ GP and∆Erelax+
∆Eelec+ GP as∆GEP and∆GENP, respectively. Since we use
the same concentrations (1 mol/L) in both phases,∆Gconc

/ is
zero.73,101 Also, all calculations reported here are based on
gas-phase geometries (although the present model can be
used to optimize geometries in the liquid phase13), so∆Erelax

is assumed to be zero.
The ∆GEP contribution to the total solvation free energy

is calculated from a self-consistent molecular orbital calcula-
tion,12,57,58where the generalized Born approximation102-106

is used to calculate the polarization contribution to the total
free energy according to

In the above equation, the summation goes over all atomsk
in the solute,ε is the dielectric constant of the solvent,qk is
the partial atomic charge of atomk, andγkk′ is a Coulomb
integral involving atomsk and k′. For water, we useε )
78.3.107

The partial atomic charges are obtained from Charge
Model 4 (CM4). This new charge model is similar in most
ways (except one that is described below) to our most recent
previous charge model, CM3.108-112 In particular, CM4
empirically maps atomic charges obtained from a Lo¨wdin
population analysis (LPA)113-116 or a redistributed Lo¨wdin
population analysis (RLPA).117 The Supporting Information
provides a detailed description of CM4, although we note
here that an important difference between CM3 and CM4 is
the performance of these two models for hydrocarbons and
molecules containing aliphatic functional groups. For CM3,
the parameter that is used to map Lo¨wdin or redistributed
Löwdin C-H bond dipoles was optimized108,109,112,118by
requiring the average CM3 charge on H in benzene and
ethylene to be 0.11, a value that had been justified in a
previous paper.118 More recently, careful analysis of partial
atomic charges calculated using CM3 revealed that in some
cases, CM3 yielded C-H bonds that were too polar, and
this, in turn, had a negative impact on the performance of
our solvation models for some solutes as well as the
performance of other methods that use CM3 partial atomic
charges. Because of this deficiency, we developed a different
procedure for optimizing the C-H parameter. In particular,
this parameter was optimized by minimizing the error
between calculated partial atomic charges and those partial
atomic charges used in Jorgenson et al.’s OPLS force field119

∆GS
/ ) ∆Eelec+ ∆Erelax + ∆Gconc

/ + GP + GCDS (9)

GP ) -
1

2(1 -
1

ε
)∑

k,k′
qkγkk′qk′ (10)
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for a series of 19 hydrocarbons. Once this parameter was
optimized it was fixed, and the remaining parameters were
optimized in a fashion completely analogous to that used
for CM3,108,109,112,118resulting in a new charge model called
CM4. Details of the CM4 parametrization are given in the
Supporting Information. It is important to note that CM4
retains all of the qualities of CM3, except that the new model
gives more reasonable partial atomic charges for hydrocar-
bons and molecules containing aliphatic functional groups,
which is important for accurately modeling hydrophobic
effects.

The Coulomb integralsγkk′ are calculated according to

whereRkk′ is the distance between atomsk andk′ andRk is
the effective Born radius of atomk, which is described below.
Whenk ) k′, eqs 10 and 11 lead to Born’s equation120 for
the polarization free energy of a monatomic ion, whereas at
largeRkk′ Coulomb’s law for the interaction energy of two
point charges in a dielectric continuum is recovered. Ad
value of 4 was originally proposed by Still et al.105 because
for intermediate values ofRkk′, it gives polarization free
energies that are close to those predicted using the classical
equation for a dipolar sphere embedded in a dielectric
continuum. Because modeling most solutes as a dipolar
sphere is itself a drastic approximation, and because Jayaram
et al.121 demonstrated for a test set of dicarboxylic acids that
using different values ofd in eq 11 led to improvements in
calculated pKa shifts, we will treatd as a parameter that can
be adjusted.

The following equation122 is used to calculate the Born
radius

whereR′ is the radius of the sphere centered on atomk that
completely engulfs all other spheres centered on the other
atoms of the solute, andAk(R,r,{FZ}) is the exposed area122

of a sphere of radiusr that is centered on atomk. This area
depends on the geometry of the solute,R, and the radii of
the spheres centered on all the other atoms in the solute.
The radii of these spheres are given by a set of intrinsic
Coulomb radiiFZk that depend on the atomic numberZk of
the atomk. Other methods that have recently been proposed
for determining the Born radius include one by Onufriev et
al.123 that takes into account interior regions of the solute
inaccessible by solvent molecules (which can have an effect
on the calculated solvation free energies of macromol-
ecules124,125) and one by Zhang et al.126 that assigns Born
radii based on atom types. We recently tested16 Onufriev et
al.’s method for calculating Born radii during the develop-
ment of SM5.43R and found that it significantly worsened
the performance of that model for predicting the aqueous
solvation free energies of ionic solutes. Therefore, we will
not test this method here.

The GCDS term is calculated according to

whereσk is the atomic surface tension of atomk, Ak is the

solvent-accessible surface area (SASA)59,60of atomk, which
depends on the geometry,R, atomic radiusRZk, and solvent
radiusrs, which is added to each of the atomic radii. Adding
a nonzero value for solvent radius to the atomic radii defines
the SASA of a given solute. Note that the atomic radii in eq
13 are not constrained to be equal to the intrinsic Coulomb
radii FZk of eq 12. Although the same values for the atomic
radii might have been used in eqs 12 and 13, our experience
has shown that the overall performance of our models is
relatively insensitive to the values used for the atomic radii
in eq 13 (but not eq 12). Therefore, in eq 13 we use Bondi’s
van der Waals radii.127 For the solvent radius, we use a value
of 0.4 Å, which has been justified in earlier work.15 The
atomic surface tensionsσk are given by

whereσ̃Z is an atomic-number-specific parameter,σ̃ZZ′ is a
parameter that depends on the atomic numbers of atomsk
andk′, andTk({Zk′,Rk,k′}) is a geometry-dependent switching
function called a cutoff tanh or COT. The general form for
this function is

whereRhZZ′ is the midpoint of the switch, and∆Rdetermines
the range over which the function switches. These values,
which are listed in Table 4, have been assigned based on an
analysis of distances between certain atoms for molecules
in our database. The COT function has the property that it
vanishes identically for allRkk′ greater thanRh + ∆R but is
continuous and has an infinite number of continuous deriva-
tives for allRkk′. These properties are important because they
allow the model to optimize geometries efficiently in the
liquid phase.13 The functional forms that we use for the

γkk′ ) [Rkk′
2 + RkRk′ exp(- Rkk′

2/dRkRk′)]
-1/2 (11)

Rk ) ( 1
R′ + ∫FZk′

R′ Ak(R,r,{FZ′})

4πr4
dr)-1

(12)

GCDS ) ∑
k

σkAk(R,{RZk
+ rs}) (13)

Table 4. Rh ZZ′ and ∆R Values (Å)

Z Z′ Rh ZZ′

H C, N, or O 1.55
H S 2.14
C C, N 1.84
C C 1.27a

C O 1.33
C F or P 2.20
C Cl 2.10
C Br 2.30
N N 1.85
N O 1.50
O O 1.80
O P 2.10
S S 2.75
S P 2.50
W 0.30
WCC(2) 0.07
WCO 0.10
WNC 0.065

a Rh CC
(2) .

σk ) ∑
k

σ̃Zk
+ ∑

k,k′
σ̃ZkZk′

Tk({Zk′,Rkk′}) (14)

T(Rkk′|RhZZ′,∆R) )

{exp[- ( ∆R

∆R - Rkk′ + RhZZ′
)] Rkk′ e RhZZ′ + ∆R

0 otherwise

(15)

Continuum Solvation Model J. Chem. Theory Comput., Vol. 1, No. 6, 20051141



atomic surface tensions are given below, where we writeZ
for Zk to simplify the notation:

The functional forms shown above are a convenient way
to treat different types of chemical environments that a
particular atom in a solute might encounter. Unlike models
that require the user to assign types to atoms (e.g., molecular
mechanics force fields), these functional forms do not require
the user to make assignments. This feature means that the
user is never in doubt about which parameter to use.
Furthermore, because the above equations are smooth
functions of the solute geometry, the present model can be
applied to systems containing nonbonded or partially bonded
pairs of atoms, such as transition states and solute-solvent
clusters.

It is important to point out that although separating the
free energy of solvation into the above components allows
us to effectively model a wide variety of solutes, only the
total free energy is a state function, so there is a certain
degree of ambiguity associated with separating the aqueous
solvation free energy, which is an experimental observable,
into several contributions that cannot be measured indepen-

dently. Thus, there is some flexibility in how to interpret
these various contributions.

We interpret the contribution to the free energy arising
from GP as accounting for electrostatic interactions between
the charge distribution of the solute (which is modeled as a
collection of point charges distributed over atomic spheres)
and the bulk electric field of the solvent when it is assumed
to begin at a boundary defined by the effective Born radii.
For ionic solutes,GP makes the largest contribution to the
overall solvation free energy. BecauseGP is calculated under
the assumption that the solvent responds linearly to the
electronic distribution of the solute (hence58 the factor1/2
appearing in eq 10), nonlinear solvent effects, such as
changes in the dielectric constant of the solvent in the vicinity
of the solute, and strong solute-solvent hydrogen bonds,
which prevent the solvent from fully responding to the solute
charge distribution, are not explicitly accounted for by this
term. One strategy that we have used to partly account for
these nonlinear effects has been to empirically adjust the
values that we use for the intrinsic Coulomb radii. For
neutrals, previous experience has shown that the overall
performance of our models is relatively insensitive to the
values used for these atomic radii, whereas for ions the
performance of our models is quite sensitive to the choice
of these radii. By making adjustments to the atomic radii,
our previous models have achieved an accuracy of∼5 kcal/
mol in aqueous solvation free energies for the majority of
the ions used to train these models. However, the present
data set is much larger and more diverse than our previous
data sets for ions. Thus, one of the goals of this work will
be to see if the deficiencies described above can adequately
be accounted for by making empirical adjustments to the
intrinsic Coulomb radii.

A second strategy to account for deficiencies of a bulk
electrostatic model is to includeGCDS. In the past, we have
interpreted theGCDS term as formally accounting for cavita-
tion (i.e. the free energy cost associated with creating a cavity
in the solvent to accommodate the solute), dispersion
interactions between the solute and solvent, and specific
solute effects on the solvent structure (e.g. the loss of
orientational freedom of water molecules around a nonpolar
solute). However, because theGCDS term is empirical in
nature, it can be more accurately interpreted as accounting
for any contribution to the total solvation free energy of a
given solute that is not explicitly accounted for by the bulk
electrostatic (GP) term. Such effects include, but are not
limited to, the nonlinear solvent effects described above,
deviations of the true solute-solvent interface defined by
the atomic radii, short-range exchange and repulsion forces
between the solute and solvent, neglect of charge transfer
between the solute and solvent, and any systematic errors
that may arise from the GB approximation, the ability of
partial atomic charges to represent the true solute charge
distribution, or the level of theory used to calculate the
electronic wave function of the solute. In addition, several
other effects are implicitly accounted for byGCDS that could,
in principle, be explicitly calculated, such as the change in
the solute’s translational, vibrational, or rotational free energy
in moving from the gas phase to solution. By using atomic
surface tensions, our previous models have been quite

σZ|Z)1 ) σ̃Z + ∑
k′

Zk ′)6,7,8,16

σ̃ZZ′[T(Rkk′|RhZZ′,W)] (16)

σZ|Z)6 ) σ̃Z + ∑
k′*k
Zk ′)6

σ̃ZZ′[T(Rkk′|RhZZ′,W)] +

∑
k′*k
Zk ′)6

σ̃ZZ′
(2) [T(Rkk′|RhZZ′

(2) ,WCC(2))] + ∑
k′*k
Zk ′)7

σ̃ZZ′[T(Rkk′|RhZZ′,W)]2

(17)

σZ|Z)7 )

σ̃Z + ∑
k′*k
Zk ′)6

σ̃ZZ′{[T(Rkk′|RhZZ′,W)] ∑
k′′*k
k′′*k′

[T(Rkk′|RhZZ′,W)]2}1.3 +

∑
k′* k
Zk ′)6

σ̃ZZ′
(2) [T(Rkk′|RhZZ′,W)] ∑

k′′
Zk ′′)8

[T(Rk′k′′|RhZ′Z′′,W)] +

∑
k′* k
Zk ′)6

σ̃ZZ′
(3) [T(Rkk′|RhZZ′,WNC)] (18)

σZ|Z)8 ) σ̃Z + ∑
k′* k
Zk ′)6

σ̃ZZ′[T(Rkk′|RhZZ′,WOC)] +

∑
k′* k

Zk ′)7,8,15

σ̃ZZ′[T(Rkk′|RhZZ′,W)] (19)

σZ|Z)9 ) σ̃Z (20)

σZ|Z)15 ) σ̃Z (21)

σZ|Z)16 ) σ̃Z + ∑
k′* k

Zk ′)15,16

σ̃ZZ′[T(Rkk′|RhZZ′,W)] (22)

σZ|Z)17 ) σ̃Z (23)

σZ|Z)35 ) σ̃Z (24)
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successful at predicting aqueous solvation free energies for
a wide variety of neutral solutes (an average error of∼0.5
kcal/mol), including many hydrogen bonding solutes. It is
important to point out that because (in the present work and
in most, but not all, of our previous work) we optimize the
parameters contained in theGCDS term using only neutral
solutes, applying this scheme also to ions involves the
assumption that first solvation shell interactions are similar
for a given pair of solutes containing the same functionality
but different formal charge; this may be a major contributor
to the residual error. We could of course eliminate this
problem by using different surface tension parameters for
ions, but, as stated above, unlike some of the other methods
in the literature, we avoid using molecular mechanics types.

4. Parameters To Be Optimized
Three different types of parameters will be optimized as part
of this work: (1) the atomic radii in eq 12, (2) the value for
d in eq 11, and (3) the atomic surface tension parametersσ̃Z

and σ̃ZZ′ in eqs 14-24. The above parameters will be
optimized using gas-phase geometries. In all cases, the
solutes in our database were represented by a single, lowest-
energy conformation. For some of the solutes, in particular
the solute-water clusters, this involved performing a con-
formational analysis to identify the global minimum on the
potential energy surface. For the acetamide cation, we used
the geometry corresponding to the oxygen-protonated spe-
cies, which is 9.7 kcal/mol lower in free energy in the gas
phase than the nitrogen-protonated species (MPW25/MIDI!
level of theory). For the acetamide anion, we used the
deprotonated imidate form, which is lower in free energy in
the gas phase than the enolate by 15.7 kcal/mol (MPW25/
MIDI! level of theory).

For all of the unclustered solutes used in this work, we
used geometries optimized at the MPW25/MIDI! level of
theory. The MIDI! basis set61,62,128is an especially economical
basis set for calculations on large organic systems, but it
was designed to give particularly accurate geometries. All
of the solute-water clusters were optimized at the B97-1/
MG3S level of theory.

5. Results
5.1. Partial Atomic Charges.Although there is formally
no “correct” method for assigning partial atomic charges
because partial atomic charge it is not a quantum mechanical
observable,129 several qualities make CM4 partial atomic
charges more suitable for use in the present model than
charges obtained from other methods. First, dipole moments
derived from CM4 point-charges are generally more accurate
than point-charge-derived dipole moments obtained using
other charge partitioning schemes. This is demonstrated by
the data in Table 5, which lists the mean unsigned errors
between experimental dipole moments for 397 neutral
molecules and those dipole moments calculated using CM4
point charges and those obtained from a redistributed Lo¨wdin
population analysis (RLPA).117 Also listed are the average
errors for 107 unclustered ionic molecules (experimental
dipole moments are not available for ionic solutes, so we
used density dipole moments calculated at the MPW25/
MG3S//MPW25/MIDI! level of theory for comparison). The

data in Table 5 show that for most of the molecules tested
here, CM4-point-charge-derived dipole moments are more
accurate than those calculated using RLPA partial atomic
charges (for nondiffuse basis sets, RLPA partial atomic
charges are equivalent to those obtained from a Lo¨wdin
population analysis113-116). One notable exception is for the
anions tested here, where at the MPW25/MIDI!6D level of
theory, RLPA-point-charge-derived dipole moments are more
accurate than the CM4-point-charge-derived dipole moments
(for other levels of theory, the CM4-point-charge derived
dipole moments are more accurate).

A second reason we prefer using CM4 partial atomic
charges is because they are less sensitive to changes in the
basis set than partial atomic charges obtained from other
models. This becomes especially true when diffuse functions
are added. Table 5 shows that as polarization and diffuse
functions are added to the basis set, the quality of RLPA
charges progressively worsens, whereas a much smaller
dependency on basis set is observed for the CM4 charges.

Finally, it has recently been shown112 that CM3 (a model
quite similar to CM4) delivers more accurate charges for
interior or buried atoms than partial atomic charges calculated
from a fit to the electrostatic potential calculated around the
molecule of interest (e.g. the ChElPG charge model130). In
this same paper, it was also shown that CM3 charges are
much less sensitive to small conformational changes and to
the level of treatment of electron correlation than are ChElPG
charges.

5.2. Aqueous Solvation Free Energies Calculated Using
Previously Defined Atomic Radii. First, we tested several
previously defined sets of atomic radii for predicting aqueous
solvation free energies. For this, we developed three inter-
mediate models using three different sets of atomic radii in
eq 12, in particular the following: Bondi’s atomic radii
(which we also use to calculate the solvent-accessible-surface
area in eq 13) and the radii used by our SM5.42R10-14 and
SM5.43R15,16 models. These sets of atomic radii are listed
in Table 6. For each intermediate method, we calculated
∆GEP values at the MPW25/6-31+G(d,p) level of theory for
all of the solutes in our data set, withd fixed at 4. With
calculated values for∆GEP in hand, we then optimized a set
of surface tension coefficientsσ̃Z andσ̃ZZ′ for each intermedi-
ate model by minimizing the errors between the experimental

Table 5. Mean Unsigned Errors (Debyes) in Dipole
Moments Calculated with Partial Atomic Charges Obtained
from CM4 and RLPA at the MPW25 Level of Theorya

CM4 RLPAb

basis set neutrals cations anions neutrals cations anions

MIDI!6D 0.19 0.20 0.61 0.37 0.24 0.35

6-31G(d) 0.23 0.24 0.36 0.62 0.21 0.46

6-31+G(d) 0.27 0.32 0.44 0.76 0.43 0.55

6-31+G(d,p) 0.26 0.33 0.40 0.81 0.67 0.67
a For the neutral solutes, point-charge-derived dipole moments

were compared to dipole moments taken from the CM3 training set,
which is described in ref 112 (397 total dipole moments). For the
dipolar ions in Tables 1 and 2, point-charged derived dipole moments
were compared to density dipole moments calculated at the MPW25/
MG3S level of theory (107 total dipole moments). b For nondiffuse
basis sets, RLPA partial atomic charges are equivalent to Löwdin
partial atomic charges.
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and calculated solvation free energies for all 273 of the
neutral solutes. This step was accomplished using a NAG
Fortran 90 routine, in particular the linear least squares solver
routine.131 The performance of the three intermediate models
is summarized in Table 7.

The data in Table 7 show that all three models lead to
similar errors in the solvation free energies of neutral solutes.
Although not shown explicitly in Table 7, all three of the
intermediate models predict an aqueous solvation free energy
for water that is∼4 kcal/mol too negative. We encountered
a similar error during the development of earlier models and
removed it by including a surface tension that identified
oxygen atoms in the vicinity of two hydrogen atoms. We
did not include this surface tension here, because doing so
would have a negative impact on the performance of the
model for hydronium, protonated alcohols, and solute-water
clusters. For the waterdimer, all three of the intermediate
models predict its solvation free energy correctly to within
1.2 kcal/mol without using the special surface tension, which
is a significant improvement compared to the performance
of these models for the bare water solute.

For ions, the errors shown in Table 7 are broken down
into two different subsets: the unclustered-ion data set and
the selectively clustered-ion data set. The unclustered-ion
data set contains all of the experimental aqueous solvation
free energies listed in Tables 1 and 2 but none of the solute-
water clusters in Table 3 (112 ionic solutes). The selectively
clustered-ion data set contains all of the experimental aqueous
solvation free energies in Table 3 plus those aqueous
solvation free energies that are in Tables 1 or 2 but not Table
3 (i.e. solutes that are included in the selectively clustered-

ion data set as solute-water clusters are not included as their
analogous bare ions). The criteria we used to decide to which
of the solutes in our training set to add an explicit water
molecule (i.e. which bare solutes would be deleted from the
selectively clustered-ion data set and replaced by their
analogous water-solute cluster) is as follows. First, we added
an explicit water molecule to any ionic solute containing
three or fewer atoms. Second, we added an explicit water
molecule to any ionic solute with one or more oxygen atoms
bearing a more negative partial atomic charge than bare water
solute (as judged by comparison of CM4 gas-phase charges
computed at the MPW25/6-31+G(d,p) level of theory).
Finally, we added an explicit water molecule to ammonium
and to all of the oxonium ions. We singled out solutes that
satisfied one or more of these three criteria because we felt
these solutes were likely to form strong solute-solvent
hydrogen bonds with water and therefore would serve as a
useful indicator as to whether including a single explicit
water molecule in the calculation is an effective strategy for
accounting for strong solute-solvent hydrogen bonding
effects.

The data in Table 7 are consistent with the fact that the
solvation free energies of ions are more sensitive to the
choice of atomic radii than the neutrals. This is not surprising,
since the∆GEP term is the major contributor to the total
solvation free energy for ions and because the surface
tensions are optimized for a given set of values of∆GEP.
The data in Table 7 also show that all three intermediate
models give significantly lower errors for the selectively
clustered-ion data set than for the unclustered-ion data set.
This indicates that for the above intermediate models
including asingleexplicit water molecule in the calculation
is at least partly effective in accounting for strong specific
solute-solvent hydrogen bonding interactions.

5.3. Aqueous Solvation Free Energies Calculated Using
Optimized Atomic Radii and d Parameter. Of the three
intermediate models presented above, the one based on
SM5.42R radii performs the best for ionic solutes, giving a
mean unsigned error of 5.64 kcal/mol for the ions in the
unclustered-ion data set and 4.73 kcal/mol for the ions in
the selectively clustered-ion data set. Next, we examined
whether optimizing a new set of radii would lead to more
accurate solvation free energies. For this, we again used
MPW25/6-31+G(d,p). Throughout the parameter optimiza-
tion process, for each set of intrinsic Coulomb radii, we
optimized a different set of surface tension coefficients for
each set of radii by minimizing the overall error between
the calculated and experimental aqueous solvation free
energies for all of the neutral solutes. This two-step procedure
(where first a set of intrinsic Coulomb radii are chosen, and
then surface tension coefficients are optimized for that set
of atomic radii) was implemented into a genetic algorithm,132

and the average error between the calculated and experi-
mental aqueous solvation free energies for all of the ionic
solutes in the selectively clustered-ion data set (the reason
we chose to use only the data from the selectively clustered-
ion data set is discussed in section 6.2) was minimized. To
ensure that a physical parametrization was achieved, we
constrained the optimization in the following ways. First,
any set of intrinsic Coulomb radii that yielded positive∆GEP

Table 6. Atomic Radii Used by Various Models

atom Bondi SM5.42R SM5.43R SM6

H 1.20 0.91 0.79 1.02
C 1.70 1.78 1.81 1.57
N 1.55 1.92 1.66 1.61
O 1.52 1.60 1.63 1.52c

F 1.47 1.50 1.58 1.47c

P 1.80 2.27 2.01 1.80c

S 1.80 1.98 2.22 2.12
Cl 1.75 2.13 2.28 2.02
Br 1.85 2.31 2.38 2.60

a Not optimized, held fixed at Bondi’s value.

Table 7. Mean Unsigned Errors in Aqueous Solvation
Free Energies (kcal/mol) Obtained Using Various Sets of
Atomic Radiia

ions

atomic radiib neutrals unclusteredc selectively clusteredd

Bondi 0.56 6.87 5.55
SM5.42R 0.52 5.64 4.73
SM5.43R 0.52 6.06 5.32
a For each set of radii, a different set of atomic surface tensions

was optimized. All d values were fixed at 4 for the calculations in this
table, and (in the whole article) we always use Bondi’s radii in eq 13.
The calculations in this table were carried out using MPW25/6-
31+G(d,p). b Intrinsic Coulomb radii. c This data set contains all 112
ions listed in Tables 1 and 2. d This data set contains 81 of the ions
listed in Tables 1 and 2 (those that do not appear in clustered form
in Table 3) plus the 31 clustered ions listed in Table 3.
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values for any of the solutes in our data sets, or for
n-hexadecane, was disqualified. Second, any set of intrinsic
Coulomb radii that yielded a∆GEP value more negative than
-0.40 kcal/mol for any of then-alkanes was disqualified.
This second constraint was added because several initial
optimizations led to unusually small values for intrinsic
Coulomb radii of hydrogen and carbon atoms. A value of
-0.40 kcal/mol was chosen as the cutoff because 0.40 kcal/
mol is twice the value that we have previously estimated15

for the average uncertainty in the free energy of solvation
of a typical neutral solute.

Throughout the optimization, we found that small changes
in the value used ford led to some improvement in the
model. Therefore, we decided to optimize thed parameter
simultaneously along with the intrinsic Coulomb radii. For
this, we constrained the value ofd between 3.5 and 4.5. We
chose not to varyd more widely because it appears in the
exponential term of eq 11.

With the above constraints, we found an optimum of 3.7
for d, which is close to the value of 4 originally suggested
by Still et al.105 The intrinsic Coulomb radii resulting from
the above optimization are listed in the last column of Table
6. For oxygen and fluorine, we found that using Bondi’s
atomic radii127 instead of the optimized radii had little effect
on the overall performance of the model, so we used Bondi’s
values instead. For phosphorus, we held the value fixed at
Bondi’s value throughout the optimization because the
current data set does not contain any phosphorus-containing
ions.

5.4. Atomic Surface Tension Coefficients.With the
intrinsic Coulomb radii andd parameter fixed at the values
obtained above, again using all 273 of the neutral solutes in
our data set, we optimized four different sets of atomic
surface tension coefficients for the following levels of
theory: MPW25/MIDI!6D, MPW25/6-31G(d), MPW25/6-
31+G(d), and MPW25/6-31+G(d,p). The ∆GEP values
calculated at the MPW25/6-31+G(d) and MPW25/6-31+G-
(d,p) levels of theory for the soluteO-ethyl O′-4-bromo-2-
chlorophenylS-propyl phosphorothioate are large outliers,
so we omitted this solute from the determination of the
atomic surface tension coefficients for these two levels of
theory (although we did use their calculated aqueous solva-
tion free energies to determine the errors shown in Table
9). The optimized surface tension coefficients for each of
the above levels of theory are listed in Table 8.

Shown in the first column of Table 9 are the various
classes of solutes in our data set. The next four columns list
the average errors in aqueous solvation free energies for each
solute class by level of theory (subsequent columns of this
table are discussed in the last paragraph of this section). For
neutral solutes, the overall performance of SM6 is relatively
insensitive to changes in basis set. Closer inspection of the
individual solute classes in Table 9 does, however, reveal
that for the neutrals there are a few systematic differences
between the aqueous solvation free energies calculated with
and without diffuse functions. For example, using diffuse
functions leads to calculated solvation free energies for the
carboxylic acids that are on average 0.2-0.3 kcal/mol less
accurate than those calculated without diffuse functions.
Conversely, using diffuse functions reduces the average error

by a factor of around 3 for the two halogenated sulfur
compounds in the data set.

Including diffuse basis functions has a much more
significant impact on the calculated aqueous solvation free
energies for the anionic solutes. Depending on whether
diffuse basis functions are used, the average errors in the
selectively clustered-ion data set range from 3.56 kcal/mol
to 5.56 kcal/mol. For anions, the MPW25/MIDI!6D level
of theory performs the poorest of all the levels of theory,
which is not surprising since it was also shown to give the
least accurate point-charge-derived dipole moments for
anions. For the cations, including diffuse functions has almost
no effect on the calculated aqueous solvation free energiess
the average errors for the cationic portion of the selectively
clustered-ion data set range from only 2.72 kcal/mol to 2.82
kcal/mol, and they do not follow the same trend as for the
anions. Although, based on the above results, it is tempting
to suggest that diffuse basis functions are a necessary
requirement for calculating aqueous solvation free energies
of anions, the role diffuse functions play in the liquid phase
is not as well understood as their role in the gas phase.
Therefore, we will avoid making any general statements
regarding the relationship between using diffuse functions
and the accuracy of various calculated liquid-phase proper-
ties.

Earlier work revealed16 that for a given basis set and hybrid
density functional using the same set of atomic surface
tensions for any fractionX of Hartree-Fock exchange had
little effect on the overall performance of our models. We
also found this to be true here, so the surface tension
coefficients in Table 8 can be used for any fraction of

Table 8. SM6 Surface Tension Coefficients (cal/Å2),
Optimized for MPWX with Various Basis Sets

Z,Z′ MIDI!6D 6-31G(d) 6-31+G(d) 6-31+G(d,p)

H 60.3 60.7 55.2 55.2
C 96.8 92.5 114.6 108.0
N 49.5 14.9 7.1 9.8
O -120.4 -126.9 -142.8 -152.5
H,C -79.5 -80.7 -75.2 -73.7
C,C -77.9 -71.8 -82.4 -80.2
C,C(2) -21.5 -19.8 -29.5 -30.3
H,O -116.7 -80.3 -59.4 -55.1
O,C 208.4 209.4 208.6 227.3
O,O 95.3 109.6 127.9 139.5
H,N -135.9 -110.1 -89.9 -91.8
C,N -11.6 20.8 17.4 7.5
N,C -46.1 -50.7 -57.1 -58.0
N,C(2) -226.1 -158.8 -257.5 -267.4
N,C(3) 15.0 75.9 44.7 54.6
O,N 228.2 236.8 254.0 267.4
F 38.4 32.7 26.3 26.3
Cl -2.0 -1.6 0.4 0.7
Br -19.2 -19.2 -22.2 -21.8
S -59.9 -52.7 -75.6 -74.9
H,S 18.4 6.6 71.0 72.3
S,S 21.6 12.3 51.0 55.3
P -35.0 12.1 21.7 14.9
O,P 153.9 135.9 196.3 202.7
S,P 114.3 104.9 104.8 122.5
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Hartree-Fock exchange. Furthermore, we propose that they
can be used with any good density functionals. To test the
accuracy of the surface tensions in Table 8 when used with
density functionals other than MPWX, we calculated aqueous

solvation free energies at the SM6/B3LYP69/6-31+G(d,p)//
MPW25/MIDI! and SM6/B3PW91133/6-31+G(d,p) //MPW25/
MIDI! levels of theory (both of these functionals haveX )
20%) using the atomic surface tension coefficients in Table

Table 9. Mean Unsigned Errors (kcal/mol) in Aqueous Solvation Free Energies Calculated Using SM6, by Solute Class

MPW25

solute class N MIDI!6D 6-31G(d) 6-31+G(d) 6-31+G(d,p)
B3LYP/

6-31+G(d,p)a
B3PW91/

6-31+G(d,p)a

inorganic compounds 8 0.96 0.99 1.11 1.08 1.09 1.09
n-alkanes 8 0.53 0.58 0.62 0.59 0.53 0.57
branched alkanes 5 0.40 0.44 0.39 0.38 0.34 0.38
cycloalkanes 5 0.51 0.48 0.52 0.50 0.43 0.49
alkenes 9 0.30 0.29 0.28 0.26 0.24 0.26
alkynes 5 0.22 0.18 0.28 0.27 0.35 0.29
arenes 8 0.26 0.19 0.30 0.29 0.30 0.26
all hydrocarbons 40 0.37 0.36 0.40 0.38 0.36 0.37
alcohols 12 0.62 0.53 0.46 0.43 0.48 0.44
phenols 4 0.69 0.63 0.67 0.65 0.95 0.70
ethers 12 0.49 0.47 0.51 0.49 0.49 0.48
aldehydes 6 0.42 0.28 0.34 0.39 0.34 0.37
ketones 12 0.31 0.30 0.55 0.57 0.54 0.55
carboxylic acids 5 0.57 0.65 0.90 0.83 0.93 0.84
esters 13 0.33 0.40 0.52 0.46 0.41 0.44
bifunctional H,C,O compounds 5 0.70 0.53 0.47 0.46 0.50 0.46
peroxidesb 3 0.21 0.20 0.27 0.26 0.22 0.26
all H,C,O compoundsc 115 0.42 0.40 0.46 0.44 0.45 0.44
aliphatic amines 15 0.67 0.63 0.60 0.61 0.59 0.60
anilines 7 0.48 0.55 0.72 0.79 1.12 0.84
aromatic nitrogen heterocycles (1N in ring) 10 0.21 0.22 0.32 0.35 0.53 0.37
aromatic nitrogen heterocycles (2Ns in ring) 2 0.71 0.56 0.53 0.49 0.51 0.50
hydrazinesd 3 0.97 0.86 0.91 0.91 0.84 0.90
nitriles 4 0.41 0.34 0.63 0.62 0.69 0.61
bifunctional H,C,N compounds 3 0.33 0.32 0.39 0.39 0.51 0.39
all H,C,N compoundsc 85 0.45 0.44 0.50 0.50 0.54 0.50
amides 4 1.07 0.89 1.02 0.97 1.10 0.99
ureas 2 0.59 0.31 0.61 0.45 0.25 0.40
nitrohydrocarbons 7 0.58 0.28 0.24 0.30 0.35 0.29
bifunctional H,C,N,O compounds 4 0.67 0.58 0.40 0.46 0.34 0.46
H,C,N,O compoundsc 177 0.50 0.46 0.53 0.52 0.55 0.52
fluorinated hydrocarbons 6 0.51 0.46 0.41 0.42 0.43 0.42
chlorinated hydrocarbons 27 0.43 0.34 0.37 0.40 0.40 0.39
brominated hydrocarbons 14 0.24 0.20 0.34 0.33 0.22 0.31
multihalogen hydrocarbons 12 0.31 0.30 0.43 0.42 0.42 0.43
halogenated bifunctional compounds 9 1.00 0.95 1.24 1.21 1.23 1.20
thiols 4 0.29 0.32 0.30 0.28 0.29 0.27
sulfidese 5 0.65 0.78 0.48 0.46 0.40 0.44
disulfides 2 0.21 0.16 0.37 0.34 0.38 0.34
sulfur heterocycles 1 0.40 0.11 0.86 0.84 0.60 0.80
halogenated sulfur compounds 2 1.70 1.90 0.47 0.29 0.36 0.25
all non-phosphorus sulfur compounds 14 0.61 0.67 0.44 0.39 0.38 0.37
all phosphorus compounds f 14 0.64 0.72 1.30 1.18 1.10 1.22
neutrals 273 0.50 0.47 0.55 0.54 0.55 0.54
H,C,N,O ionsc,g 91 4.26 3.83 3.39 3.30 3.46 3.34
F,Cl,Br,S ionsg,h 21 4.17 3.63 2.82 2.83 3.01 2.85
anionsg 60 5.56 4.66 3.68 3.56 3.76 3.62
cationsg 52 2.72 2.80 2.82 2.81 2.93 2.82
ionsg 112 4.24 3.80 3.28 3.21 3.37 3.25

a Surface tension coefficients optimized for the MPW25/6-31+G(d,p) level of theory were used for these calculations. b The inorganic solute
hydrogen peroxide is included in this solute class as well as the inorganic compound solute class. c Solutes containing at most the listed elements.
d The inorganic solute hydrazine is included in this solute class as well as the inorganic compound solute class. e The inorganic solute hydrogen
sulfide is included in this solute class as well as the inorganic compound solute class. f The inorganic compound phosphine is included in this
solute class as well as the inorganic compound solute class. g The ion data in this table are all taken from the selectively clustered-ion data set.
h Solutes containing at least one of the listed elements plus, in most cases, elements from the previous row.
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8. The resulting errors are shown in the final two columns
of Table 9. In almost all cases, the aqueous solvation free
energies calculated at these levels of theory are very close
to those calculated at the SM6/MPW25/6-31+G(d,p)//
MPW25/MIDI! level of theory. This invariance is due to
the ability of these density functionals to deliver accurate
electronic wave functions, and the above results are encour-
aging because they show that the above parameters can be
applied to a wide variety of different density functionals,
assuming that the given density functional is able to provide
a reasonably accurate electronic wave function for the solute
of interest.

6. Discussion
6.1. Optimizing Solvation Parameters Based on Gas-
Phase Geometries.The first point worth some discussion
is the fact that the method is parametrized using gas-phase
geometries. We optimize the parameters based on gas-
phase geometries here as well as in recent previous
work7,10-12,14-17,74,75for two reasons. First, for many solutes,
less expensive (e.g., semiempirical or molecular mechanics
methods) can yield accurate gas-phase geometries. Second,
our experience is that optimizing solvation parameters based
on gas-phase geometries does not cause a problem because
for all or almost all of the molecules in the parametrization
set (with the possible exception of those containing an
explicit solvent molecule), the difference in solvation free
energy between using a gas-phase geometry and using an
aqueous geometry is smaller than the mean error of the
model. Having obtained the parameters with such a training
set, they can be used more broadly. Thus, when the geometry
does change significantly in solution, the molecule should
be optimized in the aqueous phase, and such optimization
would be expected to give more accurate results in such a
case. The ASA algorithm122 that we use for the solvation
calculations has excellent analytic gradients that allow for
efficient and stable geometry optimization in solution.

6.2. Optimizing Atomic Radii Against the Unclustered-
Ion Data Set.The results presented above suggest that for
some of the ions considered here as well as water adding an
explicit water molecule to the calculation is one way to
increase the accuracy of the model for these solutes.
However, since the solute-water clusters in Table 3 were
included in the training set used to obtain the parameters
contained in the present model, an interesting question is
whether better results might be obtained if only the unclus-
tered ions were considered. One strategy that could be used
to improve the performance of the model for the unclustered-
ion data set would simply be to repeat the above optimization
using the unclustered instead of the selectively clustered-
ion data set. Indeed, it was shown in section 5.3 that the
solvation free energies of the ions are quite sensitive to the
choice of radii. Based on a careful examination of the
solvation free energies for all of the ions in our data set
though, we determined that some of the bare ions required
a much different set of parameters than the majority of the
other solutes in our data set. Therefore, fitting the unclus-
tered-ion data set with a single set of atomic radii gives
uneven results, and that strategy was abandoned.

Another strategy that could be used to try to fit all of the
data in the unclustered-ion data set would be to make the

atomic radius of a given atom not only a function of its
atomic number but also a function of its partial atomic
charge. In fact, our earliest models (SM1-SM33-6) used
charge-dependent intrinsic Coulomb radii. We experimented
with several different functional forms for charge-dependent
radii, including (as just one example) making intrinsic
Coulomb radii a quadratic function of partial atomic charge,
and we found that while making the intrinsic Coulomb radii
a function of partial atomic charge did improve the perfor-
mance of the model for many of the ions it did so at the
cost of having a deleterious effect on some of the other ions.
We eventually abandoned the idea of using charge-dependent
radii because of this finding and for two additional reasons.
First, a model that uses charge-dependent radii would be
more likely to be highly basis-set dependent than a model
that uses atomic-number-dependent radii.35,36Second, charge-
dependent atomic radii might lead to highly questionable
results in cases where this dependence has not been carefully
examined (e.g. our data set does not contain any zwitterions
or large biomolecules) or in cases where the atomic radius
might not be a smooth function of its partial atomic charge
(e.g. transition states that involve the displacement of a
charged or partially charged leaving group).

Several additional strategies that were not considered here,
but that have been used by others, include using atom-typed
radii18-23 or using different sets of atomic radii for neutrals
and ions.134 An example of this former type of approach is
the united atom for Hartree-Fock (UAHF)23 method of
Barone and co-workers, in which the atom’s radius depends
on its hybridization state, connectivity, and formal charge
(so, in a sense, this method falls under both of the above
categories). Here, we did not consider using atom-typed radii
because it is not completely clear whether they can be used
for modeling chemical reactions or predicting activation free
energies (which require modeling a transition state) in the
liquid phase.

We feel that adding one or more explicit water molecules
to the calculation is the most reasonable approach to
modeling some ionic solutes with a continuum solvent model.
Ideally we would give a definite prescription for when the
user should add a specific water molecule in using this model.
However, it is not possible to do this in a way that covers
the great diversity of possible cases that occur in applications,
especially if one includes reaction paths and enzymes. One
prescription would be to add an explicit water whenever one
wants to improve the accuracy, since adding an explicit water
should almost always improve the accuracy when the effect
is large, but it is relatively safe because it cannot make the
accuracy much worse when the effect is small. In considering
this question, we should note that although we obtain better
results when we add an explicit water in cases where the
given solute satisfies one or more of the three criteria
explained in section 5.2, we also obtain reasonably good
results in most cases even without the explicit water (see
Table 10).

Although not tested as part of this work, the above strategy
of adding one or more explicit solvent molecules should also
improve the accuracy for predicting solvation free energies
of some solutes in nonaqueous solvents, in particular those
where specific solute-solvent hydrogen bonds are expected
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to occur. Of course, testing this strategy for solvents other
than water would require a careful comparison between
experimental and calculated solvation free energies of solutes
in nonaqueous solvents, which is beyond the scope of the
present work.

6.3. Performance of Other Continuum Models.Using
our database of aqueous solvation free energies, along with
gas-phase geometries optimized at the MPW25/MIDI! level
of theory, we tested the performance of the SM5.43R and
PCM continuum models for predicting aqueous solvation free
energies. For all PCM calculations, we used the UAHF
method for assigning atomic radii,23 which is the recom-
mended method for predicting aqueous solvation free ener-
gies with PCM according to theGaussian 03manual.135

Because the parameters contained in the UAHF method were
originally optimized for use with the HF/6-31G(d) level of
theory,23 we used this level of theory to calculate aqueous
solvation free energies for all of the PCM methods tested
here. (Thus the PCM methods are tested in a way that should
allow them to perform at their best.) However, we also
wanted to see what effect changing the level of theory had
on the accuracy of PCM, so we tested one of the PCM
methods described below at the PCM/MPW25/6-31+G(d,p)//
MPW25/MIDI! level of theory also.

There are several different varieties of PCM, and most of
these are implemented differently inGaussian 98136 and
Gaussian 03.135 Here, we tested the dielectric version26-28

of PCM (DPCM) as implemented in bothGaussian 98and
Gaussian 03.29 These two models will be referred to as
DPCM/98 and DPCM/03, respectively. We also tested
CPCM/9825,137,138and CPCM/0324,137,138as well as the default
PCM method inGaussian 03, IEF-PCM/03.29-32 The IEF-
PCM/03 model is particularly interesting because Chipman139

found that it includes charge penetration effects “extremely
well for all solutes”. The results of these calculations are
summarized in Table 10.

The data in Table 10 show that SM6 outperforms all of
the other models tested above for both neutral and ionic
solutes. For PCM, the most accurate solvation free energies
are obtained using the older DPCM/98 implementation. The
data in Table 10 also show that changing the level of theory
has a negative effect on the performance of IEF-PCM/03,
which is not surprising, since the UAHF method for assigning
atomic radii was optimized23 using DPCM/98 at the HF/6-
31G(d) level of theory. Of course, the performance of SM6
for anions is dependent on the basis set used (see the data in
Table 9), although its performance improves as the basis set
size in increased (for neutrals and cations, there is very little

basis-set dependence in aqueous solvation free energies
calculated with SM6).

Comparing the overall errors for the unclustered-ion data
set to those in the selectively clustered-ion data set shows
that only the performance of SM6 improves significantly
when a single explicit solvent molecule is added to the
calculation (the overall error decreases from 4.19 kcal/mol
for the ions in the unclustered-ion data set to 3.21 kcal/mol
for the ions in the selectively clustered-ion data set). Again,
this suggests that including a small number of explicit water
molecules in SM6 calculations may be an effective strategy
for predicting the aqueous solvation free energies of some
ions in cases where strong solute-solvent hydrogen bonds
are expected to play an important role in the aqueous phase.
Furthermore, we feel that this is a much more reasonable
strategy than trying to use drastically scaled values for the
atomic radii or atom-typed or charge-dependent radii. The
excellent performance of the SM6 model as compared to all
the models in the popularGaussianpackages is especially
remarkable when one remembers that the atomic radii in SM6
are functions of only atomic number (and the radii for O
and F are not even optimized), whereas the recommended
radii used inGaussiandepend on connectivity, hybridization
state, and formal charge.

7. Concluding Remarks
We have presented a new database of experimental aqueous
solvation free energies that contains 273 neutral and 143 ionic
solutes, including 31 ion-water clusters. Using these data,
we developed a new continuum solvent model called SM6.
This model can be used to calculate aqueous solvation free
energies and, although not demonstrated here, liquid-phase
geometries in aqueous solution. SM6 uses partial atomic
charges obtained from a new charge model, Charge Model
4 (CM4), which has been shown to give accurate partial
charges for both neutral and ionic solutes. In addition, we
have shown that the partial atomic charges obtained from
CM4 are much less dependent upon changes in the basis set
than partial atomic charges obtained from a Lo¨wdin or
Redistributed Lo¨wdin population analysis of the wave
function.

For some of the ions in our data set, we showed that the
addition of a single explicit water molecule to the calculation
(i.e., modeling the solute as a solute-water cluster) improved
the performance of SM6 for predicting aqueous solvation
free energies, indicating that large numbers of solvent
molecules are not necessarily required for improving the
treatment of some strong solute-solvent hydrogen bonds in

Table 10. Mean Unsigned Errors (kcal/mol) in Aqueous Solvation Free Energies Calculated Using Different Continuum
Solvent Models

MPW25/6-31+G(d,p) HF/6-31G(d)

SM6 SM5.43R DPCM/98 DPCM/03 CPCM/98 CPCM/03 IEF-PCM/03
MPW25/6-31+G(d,p)

IEF-PCM/03

neutralsa 0.54 0.62 1.02 1.40 1.06 1.11 1.10 1.21
unclustered ionsb 4.19 6.12 4.40 14.95 5.02 6.32 6.37 7.78
clustered ionsb 3.21 6.16 5.86 14.32 6.33 7.58 7.63 8.98
all ionsc 4.38 6.92 5.83 15.60 6.40 7.47 7.53 8.88
all datad 1.86 2.79 2.69 6.28 2.91 3.30 3.31 3.85

a 273 molecules. b 112 ions. c 143 ions. d 416 data.
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the first solvation shell. This is encouraging, because treating
large numbers of solvent molecules explicitly often presents
many problems. Furthermore, we feel that this strategy is
more reasonable than using unphysical values for the atomic
radii or using atom-typed or charge-dependent radii.

We also used our new database of aqueous solvation free
energies to test the performance of several other continuum
solvent models, namely SM5.43R and several different
implementations of PCM. For both neutral and ionic solutes,
SM6 outperforms all of the methods against which it was
tested for predicting aqueous solvation free energies. Fur-
thermore, we found that SM6 is the only model of those
tested here (except for one model with a mean error 3.4 times
larger) that improves upon the addition of a single explicit
water molecule to the calculation. Thus, unlike the other
models tested here, adding a single explicit water molecule
to SM6 calculations in cases where strong solute-solvent
hydrogen bonds are expected to occur in the aqueous phase
appears to be both practical and effective for improving the
accuracy of the present model for these types of solutes.

Finally, it was shown that SM6 retains its accuracy when
used in conjunction with the B3LYP and B3PW91 func-
tionals. Based on this analysis, we proposed that the charge
and solvation parameters obtained with a given basis set
(charge and solvation parameters have been optimized for
the MIDI!6D, 6-31G(d), 6-31+G(d), and 6-31+G(d,p) basis
sets) may be used with any good density functional or
fraction of Hartree-Fock exchange.

Availability of SM6. All of the SM6 parametrizations
presented in this article are available in theSMXGAUSS140

program. This program can read aGaussianoutput file
corresponding to a gas-phase calculation of a given solute
and carry out a single-point calculation with SM6. In
addition, the above program allows liquid-phase geometry
optimizations and Hessian calculations to be carried out with
SM6. AlthoughSMXGAUSS requires only aGaussianoutput
file to perform SM6 calculations, users that have aGaussian
03 executable can useSMXGAUSS in conjunction with the
powerful geometry optimizers available inGaussian. For
non-Gaussianusers, the CM4 and SM6 parametrizations are
also available in theGAMESSPLUS141 and HONDOPLUS142,143

software programs. All three of these programs are available
free of charge and can be downloaded from our Web site,
http://comp.chem.umn.edu/software.
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Abstract: The binary-encounter-Bethe (BEB) theory has been successful for computing electron-

impact ionization cross sections of many molecules. For molecules that contain heavy atoms

(defined here as atoms with valence principal quantum number n > 2), there are two alternative

BEB procedures in the literature. The first involves a kinetic-energy correction for molecular

orbitals that are dominated by atomic orbitals with n > 2. The second alternative is to use effective

core potentials (ECPs), which were developed for other purposes but yield valence pseudo-

orbitals with reduced kinetic energies. In the present study, the results of these two approaches

are compared with experimental cross sections for several molecules containing heavy elements.

Although both procedures perform well, the ECP results agree somewhat better with experimental

measurements. Cross sections are presented for C2Cl6, C2HCl5, C2Cl4, both isomers of C2H2-

Cl4, CCl4, TiCl4, CBr4, CHBr3, CH2Br2, P2, P4, As2, As4, GaCl, CS2, H2S, CH3I, Al(CH3)3, Ga-

(CH3)3, hexamethyldisiloxane, and Zn(C2H5)2. Incorrect BEB calculations have been reported

in the literature for several of these molecules. As an ancillary result, the dipole polarizability of

Zn(C2H5)2 is predicted to be 12.1 Å3.

Introduction
Electron impact ionization cross sections are essential
quantities for modeling plasma chemistry, which is important
in a variety of practical processes. For example, low-
temperature plasmas are important in semiconductor process-
ing, in the destruction of volatile organic compounds, for
modifying the mechanical properties of surfaces, and in wall-
chemistry in nuclear fusion reactors. Absolute ionization
cross sections are also necessary to obtain quantitative gas
densities from mass-spectrometric measurements, as in flame
sampling and Knudsen-cell thermochemistry.

Absolute ionization cross sections are difficult to measure
precisely. Even for convenient, stable molecules, experi-
mental groups often disagree on the values of the cross

sections.1 Furthermore, many of the interesting cross sections
are for molecules that are especially difficult to measure,
such as free radicals and molecular ions. Thus, reliable
theoretical predictions are valuable.

The binary-encounter-Bethe (BEB) model2,3 has been
shown to produce reliable total cross sections for a wide
variety of molecules.4 For molecules containing heavy atoms,
here meaning atoms with atomic numberZ > 10, the ab
initio computations required by the BEB model can be
performed in two different ways: with all electrons explicit
or by using core pseudopotentials, also known as effective
core potentials (ECPs). Experimental cross sections are
available for several such molecules,5-7 warranting a com-
parison of the two computational approaches to BEB cross
sections. Note that partial ionization cross sections, i.e.,
cracking patterns, cannot yet be predicted theoretically.

* Corresponding author phone: (301)975-2510; e-mail:
karl.irikura@nist.gov.
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Theoretical Procedures
In BEB theory, the total electron-impact ionization cross
section is expressed as a sum of cross sections for each
molecular orbital (MO)

whereT is the energy of the incident electron,t ) T/B, u )
U/B, S ) 4πa0

2N(R/B)2, a0 is the Bohr radius, andR is the
Rydberg energy. For each molecular orbital,B is the binding
energy (i.e., the vertical ionization energy),U is the kinetic
energy, andN is the number of electrons in the orbital (i.e.,
the occupation number). WhenT < B, the MO cannot be
ionized, soσMO ) 0. The constantn is a kinetic-energy
scaling factor whose role will be discussed below as it
pertains to the two different methods of calculation. When
B exceeds the second ionization energy (IE2), the molecule
is presumed to acquire a second charge through an Auger
process. In that case, the contribution ofσMO is doubled to
correspond to experimental measurements of ion current, that
is, the gross ionization cross section. For a molecule
composed only of light atoms, eq 1 is used withn ) 1 for
all orbitals. When a molecule contains heavy atoms, there
are two computational alternatives for applying the BEB
model.

In the first method,8 all electrons are included explicitly
in the ab initio calculations. The scaling factorn in eq 1 is
unity except for orbitals that are dominated by atomic orbitals
with principal quantum number> 2, as judged by a Mulliken
population greater than some threshold. When this is the case,
n is set equal to the principal quantum number of the
dominant atomic orbitals. We have typically used a threshold
of 50%; choosing a different value generally changes the
peak cross section by less than 10%.1 However, changing
the threshold affects the predicted cross sections systemati-
cally. As suggested by a referee, we consider the threshold
as an adjustable parameter in this study.

In the second method,9 the core electrons of the heavy
atoms are replaced by effective potentials (ECPs). Since there
are no core orbitals to which they must be orthogonal, the
resulting valence pseudo-orbitals lack the radial nodes of
normal orbitals, making their kinetic energies much lower
than normal. [Nodes indicate oscillatory behavior, which
corresponds to large gradients and curvatures in the orbital
function. Eliminating radial nodes decreases the kinetic
energy, especially in the core, because the principal radial
dependence of the kinetic energy is proportional to [∂2/∂r2

+ (2/r)(∂/∂r)].10] Thus, eq 1 is used withn ) 1 for all valence
molecular pseudo-orbitals. No Mulliken populations or
arbitrary thresholds are needed. However, since many core
orbitals are missing in an ECP calculation, their contribution
to the ionization cross section can only be obtained from a
separate, all-electron calculation.

An intermediate situation sometimes arises in which
certain orbitals do not lose any nodes upon introduction of
an ECP. In the present study, this occurred for Zn(C2H5)2.
The 3d orbitals on Zn are considered to be valence orbitals
and are treated explicitly even when an ECP is in use.

However, 3d orbitals lack radial nodes, so their kinetic energy
is nearly unaffected by using the ECP. Consequently, one
should usen ) 3 for the 3d orbitals even when an ECP is
used. A similar situation would occur in the case of valence
4f orbitals.

Computational Methods 11

All ab initio calculations in support of the BEB model were
performed with the Gaussian 03 program suite using basis
sets as implemented therein.12 Basis sets listed in square
brackets were used on atoms with atomic numberZ > 36
(that is, beyond Kr). Molecular geometries were computed
using the B3LYP hybrid density functional13,14 with the
6-31G(d) [3-21G(d)] basis sets, with all electrons explicit.
Vibrational frequencies were computed to verify that all
structures are energy minima. These geometries were used
for all subsequent calculations.

Orbital binding energies,B, kinetic energies,U [Gaussian
03 keyword iop(6/81)3)], and Mulliken populations were
computed at the Hartree-Fock (HF) level using the 6-311G-
(d,p) [3-21G(d)] basis sets. For pseudopotential calculations,
the Stuttgart15,16ECPs and corresponding basis sets were used
on heavy atoms according to the defaults in the Gaussian
03 software. For the elements relevant to this study, the ECPs
are MWB10 (Al-Cl, Zn), MDF10 (Ti), MWB28 (Ga-Br),
and MWB46 (I), where “MWB” and “MDF” denote quasi-
relativistic and relativistic ECPs, respectively, and the
numerical suffix indicates the number of core electrons
replaced by the effective potential. A set ofd polarization
functions, taken from the corresponding 6-311G(d,p) [3-21G-
(d)] all-electron basis, was added to each heavy center. The
combination of ECP, basis, and polarization set is labeled
ECP(d) here.

The BEB ionization cross section is sensitive to the vertical
ionization energy of the molecule, that is, the ionization
threshold. Koopmans (i.e., Hartree-Fock) binding energies
are too approximate for this purpose. More accurate values
of B for the valence orbitals were computed using the outer-
valence Green’s function (OVGF) method17,18 with the
6-311+G(d,p) [3-21G(d)] basis sets. For the chlorofluo-
romethanes, the binding energies from this procedure are
lower than corresponding experimental values by only 0.3
eV.1 OVGF results were rejected for pole strengths< 0.75.
When available, experimental vertical ionization energies
were used for the outermost valence orbitals. Second
ionization energies, IE2, were taken either from experiment
or from B3LYP/6-311G(d,p) [ECP(d)] calculations at the
geometry of the neutral molecule, considering both singlet
and triplet dications. Mulliken populations for each MO were
generated by using the program MullPop,19 which was kindly
modified by its author to accommodate Gaussian 03 output
files.

At low impact energies, the core orbitals make only a small
contribution to the ionization cross section and can be
neglected. Thus, if one is interested only in low energies,
ECP calculations alone are adequate for computing ionization
cross sections. For such calculations, geometries were
optimized at the B3LYP/6-31G(d,p) [ECP(d)] level.

σMO(T;n) ) S
t + (u + 1)/n[lnt

2 (1 - 1

t2) + 1 - 1
t

- lnt
t + 1]

(1)
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The series of computations were performed automatically
by means of a Perl-language script. The output of this script
is a summary of the MO data in the tab-delimited format
used in the NIST database.4 This file serves as input to
another Perl script, which computes energy-dependent cross
sections.

Electric dipole polarizabilities, which are not part of the
BEB procedure but are relevant in the Results section, were
computed using the Gaussian 03 and GAMESS programs
as convenient.12,20

Results
We selected several molecules for which total ionization
cross sections have been measured experimentally and which
contain as many heavy atoms as possible yet which do not
contain atoms so heavy that all-electron basis sets are
unavailable. This set of molecules was intended to accentuate
differences between the all-electron and ECP predictions.
For computational convenience, only closed-shell molecules
were considered. Along with literature references for the
experimental cross sections, the molecules are as follows:
C2Cl6, C2HCl5, C2Cl4, 1,1,1,2-C2H2Cl4, and 1,1,2,2-C2H2Cl4;7

CCl4;7,21,22TiCl4;23 CBr4, CHBr3, and CH2Br2;6 P2, P4, As2,
and As4;24 GaCl;25 CS2;26-28 H2S;27,29,30CH3I;5,31 Al(CH3)3

and Ga(CH3)3;32 hexamethyldisiloxane (TMS2O);33 Zn-
(C2H5)2.34

Tables of MO data used to generate the BEB cross sections
are available as Supporting Information. As mentioned above,
some vertical ionization energies and double-ionization
energies were taken from experimental measurements. These
experimental values are listed in Table 1 with their sources.

The corresponding calculated values are listed parenthetically
for comparison. In some cases, the theoretical results led us
to reassign the experimental photoelectron spectra.

Ionization cross sections are used for a variety of applica-
tions, suggesting a variety of criteria for comparing theoreti-
cal predictions with experimental measurements. We consider
four criteria in this study:

(1) Peak cross section: The difference between theory and
experiment may be expressed in absolute terms (Å2) or as a
percentage of the experimental value.

(2) Cross section at energy of maximum difference
between AE and ECP predictions: This is the energy at
which the two models are most easily distinguished. The
difference between theory and experiment may be expressed
in absolute terms (Å2) or as a percentage of the experimental
value.

(3) Shape of the cross-section curve, plotted as a function
of incident electron energy: Predicting the shape of the curve
is most useful when reliable experimental measurements are
only available at a few impact energies.35

(4) Initial slope: The energy dependence of the cross
section at low energies is important for plasma modeling.
The difference between theory and experiment may be
expressed in absolute terms (Å2/eV) or as a percentage of
the experimental value.

Peak Cross Section.The simplest comparison between
theoretical and experimental cross sections is simply the peak
value. Table 2 lists the peak cross sections from experimental
measurements and from BEB calculations using both all-
electron (AE) and ECP approaches. The effect of changing
the Mulliken population threshold is addressed below; the

Table 1. Experimental Ionization Energies Used in BEB Calculationse

molecule IEv
a (eV) IE2

b (eV)

C2Cl6 2a2g ) 11.22, 9eg ) 11.37, 2a1u ) 11.79;48 (11.02, 11.17, 11.52) 28.8 ( 0.549 (26.3)
C2HCl5 20a′′ ) 11.28, 19a′′ ) 29a′ ) 11.56, 28a′ ) 18a′′ ) 12.09;48 (10.98, 11.28, 11.45, 11.79, 11.74) 28.7 ( 0.549 (26.4)
C2Cl4 3b3u ) 9.51, 7b3g ) 11.37, 2au ) 7b2u ) 12.19, 2b1g ) 8b1u ) 9ag ) 12.58;48

(9.59, 11.13, 11.94, 12.11, 12.26, 12.43, 12.73)
1,1,1,2-C2H2Cl4 14a′′ ) 11.45, 27a′ ) 13a′′ ) 11.67, 12a′′ ) 26a′ ) 11.91, 25a′ ) 12.37, 24a′ ) 11a′′ ) 12.83;48

(11.13, 11.30, 11.32, 11.57, 11.67, 12.04, 12.50, 12.55)
28.2 ( 0.549 (26.8)

1,1,2,2-C2H2Cl4 9bg ) 11.17, 12ag ) 9au ) 11.62;48 (10.84, 11.34, 11.56) 28.7 ( 0.549 (26.8)
CCl4 2t1 ) 11.69, 7t2 ) 12.62, 2e ) 13.44;48 (11.39, 12.31, 13.03) 29.1 ( 0.150 (28.0)
TiCl4 2t1 ) 11.69, 9t2 ) 12.67, 2e ) 13.17, 8t2 ) 13.46;51 (11.69, 12.94, 13.41, 14.12)
CBr4 5t1 ) 10.39, 13t2 ) 11.07, 5e ) 12.11;52 (10.27, 11.12, 11.82)
CHBr3 5a2 ) 10.5, 18e ) 10.8, 15a1 ) 11.3, 17e ) 11.7;52 (10.18, 10.65, 10.83, 11.38) 27.9 ( 0.253 (26.2)
CH2Br2 13b2 ) 10.6, 6b1 ) 10.8, 5a2 ) 15a1 ) 11.3;52 (10.28, 10.47, 10.76, 10.90) 27.4 ( 0.253 (27.0)
P2 2πu ) 10.62, 5σg ) 10.81;54 (10.49, 10.71)
P4 2e ) 9.46, 9.92;c 6t2 ) 10.36, 10.53, 10.72;c 5a1 ) 11.85;55 (9.53, 10.29, 11.70)
As2 4πu ) 9.82, 9.96;d 8σg ) 10.22;56 (9.75, 10.13)
As4 5e ) 8.75, 9.16;c 12t2 ) 9.76, 9.97, 10.11;c 8a1 ) 11.06;55 (8.84, 9.76, 10.94)
GaCl 12σg ) 10.07, 5π ) 11.38;36 (9.55, 10.93)
CS2 2πg ) 10.06, 2πu ) 12.83;48 (9.79, 13.12) 27.22 ( 0.0857 (27.0)
H2S 2b1 ) 10.48, 5a1 ) 13.25;48 (9.87, 12.95) 32.858 (31.9)
CH3I 9e ) 9.54, 10.16;d 13a1 ) 12.50;48 (9.15, 12.07)
Al(CH3)3 5e′ ) 9.85, 6a′ ) 12.6;59 (9.71, 12.84)
Ga(CH3)3 7e′ ) 9.76, 8a′ ) 13.5;60,61 (9.54, 13.16)
TMS2O 16a1 ) 8b1 ) 9.88, 14b2 ) 7a2 ) 10.73, 15a1 ) 7b1 ) 12.5;62

(9.77, 9.79, 10.59, 10.59, 12.31, 12.31)
Zn(C2H5)2 15b ) 8.6, 17a ) 10.5;63 (8.53, 10.28)

a Vertical ionization energy. b Double-ionization energy. c Jahn-Teller split. d Spin-orbit split. e Calculated OVGF values listed parenthetically,
for comparison. All values in eV.
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AE values in Table 2 were computed using a threshold of
75%, which we denote AE75. The differences between the
calculated and experimental peak cross sections are plotted
in Figure 1. Anomalously large discrepancies are apparent
for Zn(C2H5)2 and for As4. These anomalies and questions
about these experiments, described below, lead us to exclude
from primary consideration the five molecules [P2, P4, As2,
As4, Zn(C2H5)2] measured in these two experiments.

From Table 2, the average reported experimental uncer-
tainty is 1.2 Å2. Excluding the five molecules mentioned
above, the average reported experimental uncertainty is 0.9
Å2, and the mean deviations from experimental values are
0.1 and -0.3 Å2 for the AE75 and ECP approaches,
respectively. The standard deviations of the discrepancies
are 1.6 Å2 for both AE75 and ECP methods. On average,
the peak cross sections from AE75 calculations are 0.5 Å2

larger than from ECP calculations (standard deviation) 0.6
Å2).

The discrepancies in Table 2 may also be considered on
a fractional basis. The mean reported experimental uncer-
tainty is then 8%. When the same five molecules are
excluded as above, the mean experimental uncertainty is 7%,
and the mean deviations from the experimental values are
1% and-2% for the AE75 and ECP methods, respectively,
both with standard deviation of 13%, all as percentages of

the experimental values. On average, the peak cross sections
from AE75 calculations are 4% larger than from ECP
calculations (standard deviation) 4%). As expected, the
fractional discrepancy between the AE and ECP predictions
is greatest at low electron energy, where the cross section
has a small value. For example, the AE75 prediction exceeds
the ECP prediction for C2Cl6 by 31% at 15 eV, 5% at 70
eV, and 1% at 200 eV.

Cross Section at Energy of Maximum Difference.The
absolute difference between the AE and ECP predictions is
greatest somewhat below the peak in the cross section. For
example, the AE75 prediction exceeds the ECP prediction
for C2Cl6 by 1.0 Å2 at 15 eV, 2.1 Å2 at 40 eV, 1.2 Å2 at 70
eV, and 0.2 Å2 at 200 eV. This suggests that the AE and
ECP predictions are best compared not at the peak in the
cross section, as in Table 2, but at some lower energy, where
their contrast is greatest. Table 3 lists cross sections at
energies where the difference between the AE75 and ECP
predictions is greatest. Experimental values are included
when available. Excluding the same five molecules as before,
the mean deviations from experimental values are 0.8 and
-0.1 Å2 for the AE75 and ECP approaches, respectively.
As fractions of the experimental values, the respective mean
deviations are 10% and-1% for the AE75 and ECP
methods.

Shape of the Cross-Section Curve.There is no standard
procedure for comparing experimental and theoretical curve
shapes. Here we use the minimized root-mean-square dif-
ference (rmsd) given by eq 2, where the integral is over the
range of the experimental data and the scaling parameters
is chosen to minimize rmsd for each data set individually.

The values of rmsd (ands) for each experimental data set
are listed in Table 4. Excluding the same five molecules as
before, the average values of rmsd are 0.8 and 0.6 Å2 for

Table 2. Experimental and Calculated Peak Total
Ionization Cross Sections in Å2 (1 Å2 ) 10-20 m2)c

molecule expt BEB-AE BEB-ECP

C2Cl6 26.61 ( 1.067 25.9 24.7
C2HCl5 23.61 ( 0.947 22.7 21.6
C2Cl4 21.74 ( 0.877 18.0 17.8
1,1,1,2-C2H2Cl4 21.24 ( 0.857 19.1 18.4
1,1,2,2-C2H2Cl4 19.66 ( 0.797 19.6 18.8
CCl4 15.45 ( 0.627 16.4 15.6

15.15 ( 0.7621

14.9 ( 1.522

TiCl4 16.45 ( 2.4723 19.9 17.5
CBr4 19.0 ( 0.766 20.6 19.7
CHBr3 13.75 ( 0.556 15.4 14.9
CH2Br2 11.67 ( 0.476 11.5 11.4
P2 9.0 ( 1.424 8.5 7.6
P4 21.0 ( 3.424 17.0 15.1
As2 13.2 ( 2.124 9.7 8.6
As4 27.2 ( 4.324 19.4 17.1
GaCl 9.25 ( 0.9325 8.6 8.3
CS2 9.03 ( 0.5427 9.7 9.4

11.70 ( 0.4728

8.85 ( 1.3326

H2S 3.93 ( 0.5130 4.9 4.6
5.53 ( 0.3327

6.2829

CH3I 10.3 ( 0.35 8.9 8.7
9.64 ( 0.5831

Al(CH3)3 13 ( 132 a 14.0a 14.4a

Ga(CH3)3 12 ( 132 a 14.1a 14.9a

TMS2O 26.41 ( 3.9633 b 28.0b 28.6b

Zn(C2H5)2 7.9 ( 1.434 17.1 17.6
a At 70 eV, not necessarily the peak. b At 100 eV, not necessarily

the peak. c A Mulliken population threshold of 75% was used in the
AE calculations.

Figure 1. Differences between theoretical peak cross sec-
tions (both all-electron and effective-core-potential calcula-
tions) and experimental peak cross sections for 22 molecules.
A Mulliken population threshold of 75% was used in the all-
electron calculations. Error bars indicate the reported experi-
mental uncertainties. A difference of zero corresponds to
perfect agreement between theory and experiment.

rmsd) [(Tmax - Tmin)
-1∫Tmin

Tmax (sσBEB - σexpt)
2dT]1/2 (2)
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the AE75 and ECP approaches, respectively. On average,
the ECP value is 15% smaller than the AE75 value.

Initial Slope. Cross-section curves are not linear. The
initial slope is defined here as the slope of the least-squares
line through the experimental set of low-energy data points,
i.e., from the threshold up to twice the threshold energy.
These same low energies are used to compute theoretical
cross sections, which are then fitted with a line to determine
the corresponding theoretical initial slope. Results are
collected in Table 5. Excluding the same five molecules as
before, the average discrepancies with experimental values
are-0.1 and-0.5 Å2/eV for the AE75 and ECP methods,
respectively. As fractions of the experimental values, the
respective mean deviations are 2% and-6% for the AE75
and ECP methods. For the molecule GaCl, the experimental
ionization threshold (6 eV) is much lower than the molecular
ionization energy (10.07 eV).36 The authors attributed this
to ion pair formation, Ga+ + Cl- (although the threshold is
1.4 eV too low),25 which is not included in the BEB theory.
Another possibility is unwanted, atomic Ga (IE) 5.9993
eV)37 formed during the ion neutralization process. Thus,
GaCl data points below 10 eV were omitted from our
analysis.

Statistics for all the comparisons are collected in Table 6.
For the AE calculations, results are tabulated for Mulliken
population thresholds of 25%, 50%, 75%, and 85% as

relevant to the choice ofn in eq 1. The upper part of Table
6 excludes the five questionable molecules. The lower part
of Table 6 includes all molecules. Differences between theory
and experiment are listed in both absolute and fractional
(percentage) terms. Since a small mean difference can
conceal large discrepancies, root-mean-square (rms) differ-
ences are also listed. For all entries in Table 6, a value of
zero corresponds to ideal agreement between theory and
experiment.

Comments on Experimental Measurements for P2, P4,
As2, and As4. The experimental results for As2, As4, P4, and
P2 were reported in the same paper.24 All were measured
using a Knudsen cell. Different precursors were required for
the tetramers and the dimers. The number densities of the
neutral gases were inferred from the rate of mass flow and
the equations describing molecular flow. A multiplicative
instrumental correction factor was derived from room-
temperature measurements of N2 and Ar. We suggest that
the number densities estimated by this procedure were
somewhat too low.

Comments on Experimental Measurements for Zn-
(C2H5)2. In the Zn(C2H5)2 experiment,34 it was assumed that
the Ar:Zn(C2H5)2 pressure ratio in the gas reservoir was
retained in the mass spectrometer. This neglects the expected
mass discrimination in the leak valve, which depends on the
molecular masses as (MZn(C2H5)2/MAr)1/2 ≈ 1.76.38 Applying
this correction raises the peak experimental cross section to
13.9 ( 2.5 Å2, much closer to the theoretical values.

Table 3. Experimental and Calculated Total Ionization
Cross Sections at Energies Where AE and ECP
Predictions Differ Mosta

molecule energy expt AE75 ECP

C2Cl6 28 15.3 ( 0.67 17.7 15.4
C2HCl5 26 13.0 ( 0.57 14.2 12.3
C2Cl4 24 11.6 ( 0.57 9.9 9.1
1,1,1,2-C2H2Cl4 26 12.4 ( 0.57 11.8 10.3
1,1,2,2-C2H2Cl4 26 11.6 ( 0.57 12.4 10.8
CCl4 28 9.6 ( 0.47 10.9 9.5

9.0 ( 0.421

11.4 ( 1.122

TiCl4 38 14.9 ( 2.223 17.6 14.5
CBr4 23.5 13.4 11.5
CHBr3 23 6.5 ( 0.36 9.9 8.6
CH2Br2 21.5 5.2 ( 0.26 6.6 5.7
P2 30 5.3 ( 0.824 7.6 6.4
P4 30 15.7 ( 2.524 14.8 12.5
As2 28 3.4 ( 0.524 8.7 7.2
As4 28 14.2 ( 2.324 17.1 14.2
GaCl 23 7.9 ( 0.825 5.3 4.6
CS2 30 6.9 ( 0.427 7.8 7.1

6.4 ( 0.328

8.7 ( 1.326

H2S 30 3.3 ( 0.430 4.0 3.5
5.1 ( 0.327

5.129

CH3I 19.5 3.4 ( 0.131 4.8 4.3
Al(CH3)3 34 8.9 ( 0.732 11.2 11.6
Ga(CH3)3 38 9.7 ( 1.032 11.2 12.1
TMS2O 40 22.3 ( 3.333 24.5 25.4
Zn(C2H5)2 50 7.3 ( 1.334 16.0 16.6

a Energies in eV, cross sections in Å2. A Mulliken population
threshold of 75% was used in the AE calculations.

Table 4. Comparison of the Shapes of the Experimental
and Calculated Cross-Section Curvesa

rmsd (Å2) fitting parameter s

molecule AE75 ECP AE75 ECP

C2Cl67 2.06 1.04 0.97 1.09
C2HCl57 1.50 0.65 1.01 1.11
C2Cl47 1.03 0.30 1.10 1.23
1,1,1,2-C2H2Cl47 0.97 0.38 1.07 1.17
1,1,2,2-C2H2Cl47 1.00 0.39 0.97 1.06
CCl47,21,22 0.51 0.21 0.88 0.98

0.99 0.55 0.97 1.05
0.79 1.22 0.87 1.01

TiCl423 0.37 0.66 0.83 0.90
CHBr3

6 1.19 0.68 0.85 0.93
CH2Br2

6 0.75 0.31 0.93 1.02
P2

24 1.85 1.51 1.15 1.29
P4

24 3.64 3.06 1.45 1.61
As2

24 4.19 3.72 1.26 1.42
As4

24 5.41 4.23 1.55 1.72
GaCl25 0.85 1.12 1.00 1.07
CS2

26-28 0.80, 0.60 0.95 1.03
0.44 0.20 0.92 1.00
1.73 1.22 1.13 1.28

H2S27,29,30 0.16, 0.17 1.18 1.23
0.15 0.12 1.27 1.37
0.73 0.68 1.04 1.08

CH3I31 0.53 0.28 1.10 1.16
Al(CH3)3

32 0.47 0.51 0.84 0.81
Ga(CH3)3

32 0.80 0.66 0.86 0.81
TMS2O33 1.64 1.57 0.91 0.89
Zn(C2H5)2

34 0.23 0.25 0.45 0.44
a A better match yields a smaller value of rmsd from eq 2. A

Mulliken population threshold of 75% was used in the AE calculations.
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Mixing between the heavy and light gases in the reservoir
may also have been incomplete, which would reduce the
proportion of the zinc compound if gas were withdrawn from
the upper part of the reservoir, further underestimating the
ionization cross section.

Mass discrimination is often problematic in Fourier
transform mass spectrometry (FTMS).39 Most seriously,
FTMS suffers from a low-mass cutoff; it fails to detect ions
with cyclotron frequencies too high (that is, masses too low)
for the analog-to-digital converter. Although remedies have
been developed,40-42 they have not become popular. No ions
lighter than C2H+ were reported in either of the FTMS studies
cited here.32,34This suggests the possibility that the total ion
yields were underestimated.

Reaction rate constants provide another way to determine
pressure inside an FTMS cell. The authors made the
reasonable assumption that charge transfer with Ar+ occurs
at the collision rate. The second-order collision rate constant
can be computed from ion-molecule collision theory and
combined with the pseudo-first-order rate constant for charge
transfer to deduce the pressure of Zn(C2H5)2. For this
purpose, we calculate the isotropic polarizability of Zn(C2H5)2

to beR ) 11.38 Å3 (and dipole momentµD ) 5.2 × 10-31

Cm ) 0.16 D) at the MP2/6-311++G(3d2f,3p2d) level,
using a B3LYP/6-31G(d) geometry. Analogous calculations
for Zn atom, C2H6, and CH4 yield R ) 5.64, 4.20, and 2.43
Å3, respectively, which are lower than the corresponding
experimental values,43 5.75, 4.47, and 2.593 Å3, by ap-
proximately 0.14 Å3 per non-hydrogen atom. After applying
this correction, our predicted polarizability for Zn(C2H5)2 is
12.1 Å3, which corresponds to a collision rate with Ar+ of
1.5 × 10-9 cm3 molecule-1 s-1, according to the average

dipole orientation44 (ADO) theory. Unfortunately, since the
pseudo-first-order rate constant was not reported, we cannot
infer the pressure of Zn(C2H5)2 in the FTMS experiment.

Discussion
Some published BEB calculations have incorrectly computed
the parametern from eq 1. As discussed elsewhere,45 this
has led to inaccurately unfavorable characterizations of the
reliability of BEB theory for molecules containing the heavier
elements (Z > 10). The present calculations are compared
with experimental measurements for CCl4, C2Cl6, and CS2
in Figures 2-4. These figures exemplify the performance of
BEB theory for molecules containing 3p elements such as
chlorine and sulfur.

Although the reported experimental uncertainties are small,
the disparity among measurements suggests that the total
experimental uncertainty, including bias, may exceed 20%.1

For example, multiple experimental measurements are avail-
able for CCl4 (three measurements), CS2 (three), H2S (three),

Table 5. Experimental and Calculated Initial Slopes
(Å2/eV) of Total Ionization Cross-Section Curves, as
Defined in the Textb

molecule expt AE75 ECP

C2Cl6 0.957 0.91 0.85
C2HCl5 0.867 0.78 0.74
C2Cl4 0.817 0.61 0.60
1,1,1,2-C2H2Cl4 0.867 0.77 0.71
1,1,2,2-C2H2Cl4 0.777 0.68 0.65
CCl4 0.50,7 0.5721, 0.7722 0.76 0.65
TiCl4 0.7623 1.05 0.81
CHBr3 0.506 0.78 0.70
CH2Br2 0.446 0.58 0.53
P2 0.3724 0.32 0.28
P4 1.0924 0.59 0.52
As2 0.2424 0.33 0.30
As4 0.9924 0.62 0.56
GaCla 0.6325 0.48 0.42
CS2 0.48,27 0.34,28 0.6126 0.51 0.46
H2S 0.17,30 0.20,27 0.3229 0.19 0.18
CH3I 0.3831 0.40 0.39
Al(CH3)3 0.6032 0.61 0.64
Ga(CH3)3 0.6632 0.50 0.57
TMS2O 1.3633 1.06 1.12
Zn(C2H5)2 0.2334 0.69 0.71

a Points deleted below thermodynamic threshold. b A Mulliken
population threshold of 75% was used in the AE calculations.

Table 6. Differences between Theory and Experiment:
Summary Statistics and Effects of Varying the Mulliken
Population Thresholda

comparison with expt ECP AE25 AE50 AE75 AE85

Five Molecules [P2, P4, As2, As4, Zn(C2H5)2] Excluded

peak: mean (Å2) -0.3 1.2 1.1 0.1 -0.2

peak: mean % -2% 8% 8% 1% -3%

peak: rms (Å2) 1.6 1.9 1.9 1.6 1.8

peak: rms % 12% 15% 15% 12% 14%

max|AE-ECP|: AE mean (Å2) 1.7 1.6 0.8 0.4
max|AE-ECP|: ECP mean (Å2) -0.2 -0.2 -0.1 0.0
max|AE-ECP|: AE mean % 14% 14% 10% 6%
max|AE-ECP|: ECP mean % -2% -2% -1% 1%
max|AE-ECP|: AE rms (Å2) 2.3 2.3 1.7 1.8

max|AE-ECP|: ECP rms (Å2) 1.7 1.7 1.7 1.6

max|AE-ECP|: AE rms % 22% 22% 23% 23%

max|AE-ECP|: ECP rms % 17% 17% 20% 18%

shape [eq 2]: mean (Å2) 0.61 0.89 0.88 0.75 0.72
initial slope: mean (Å2/eV) -0.05 0.05 0.05 -0.01 -0.03

initial slope: mean % -6% 11% 11% 2% -3%

initial slope: rms (Å2/eV) 0.12 0.16 0.16 0.15 0.16

initial slope: rms % 19% 29% 28% 23% 26%

All Molecules Included

peak: mean (Å2) -0.7 0.8 0.7 -0.1 -0.4

peak: mean % -2% 8% 8% 2% -1%
peak: rms (Å2) 3.3 3.0 3.0 2.9 2.9
peak: rms % 28% 27% 27% 26% 26%
max|AE-ECP|: AE mean (Å2) 2.0 1.9 1.3 1.0
max|AE-ECP|: ECP mean (Å2) 0.2 0.2 0.3 0.4
max|AE-ECP|: AE mean % 24% 24% 20% 17%
max|AE-ECP|: ECP mean % 8% 8% 8% 10%
max|AE-ECP|: AE rms (Å2) 2.8 2.8 2.6 2.7

max|AE-ECP|: ECP rms (Å2) 2.4 2.4 2.5 2.5

max|AE-ECP|: AE rms % 44% 44% 44% 44%

max|AE-ECP|: ECP rms % 37% 37% 38% 37%
shape [eq 2]: mean (Å2) 0.97 1.29 1.29 1.18 1.16
initial slope: mean (Å2/eV) -0.06 0.03 0.02 -0.02 -0.04

initial slope: mean % -1% 14% 14% 7% 3%
initial slope: rms (Å2/eV) 0.20 0.21 0.21 0.20 0.21

initial slope rms % 46% 48% 48% 46% 47%
a E.g., AE85 denotes AE calculations using a threshold of 85%.

See the Discussion section for the meaning of the italic and bold fonts.
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and CH3I (two) (Table 2), with peak cross sections spanning
4%, 29%, 45%, and 7% of the respective mean values. Thus,
the cross sections from both the all-electron (AE) and
effective-core-potential (ECP) calculations agree with ex-
perimental measurements as well as different experimental
measurements agree with each other. As judged from Tables
2-6 and the figures, differences between the AE the ECP
predictions are generally minor.

Table 6 summarizes quantitatively the agreement with
experiment that is achieved by both the AE and ECP
implementations of BEB theory. We exclude the five
problematic molecules from this discussion (top half of Table
6). The effects of including them, shown in the bottom half
of Table 6, are minor.

Mulliken Population Threshold in AE Calculations. For
each row in Table 6, values in italics indicate which value
of the Mulliken population threshold (in the AE calculations)
agrees best with the available experimental data. The first
four rows refer to the peak value of the ionization cross

section. All four agree best when the Mulliken population
threshold is 75%.

The next eight rows refer to the impact energy that
maximizes the absolute difference between the AE and ECP
predictions. This energy is generally different for each
molecule. Considering only the mean discrepancies with
experiment at these energies, the best Mulliken population
threshold appears to be 85%. However, small mean values
can mask large positive and negative discrepancies that
happen to counterbalance each other. If absolute root-mean-
square (rms) discrepancies with experimental values are
considered instead, the best threshold appears to be 75%.
Relative rms discrepancies weakly favor a lower threshold
of 50% or 25%.

The non-negative shape comparison [eq 2] favors a
Mulliken population threshold of 85%. The last four rows
of the top half of Table 6, all dealing with the initial slope
of the cross-section curve, all favor a threshold of 75%.
Considering all rows of the top half of Table 6, the best
choice of Mulliken population threshold appears to be 75%.

ECP vs AE Calculations. In Table 6, results of ECP
calculations are shown in boldface when they agree with
experiment at least as well as the best AE results. For peak
cross sections, the AE mean value is slightly better than the
ECP mean value. The ECP and AE peak values are equally
good on an rms basis.

At the energies where the ECP and AE predictions differ
most, the ECP mean value agrees with experiment better
than the AE value does. The ECP results are slightly better
than the AE results on an rms basis.

The shapes of the ECP curves agree better with experi-
mental data than do the AE results, as measured using eq 2.
On an averaged basis, the AE initial slopes agree with
experiment better than the ECP slopes do. However, the order
is reversed when the slopes are compared on an rms basis.
Considering all the data of Table 6, the ECP predictions agree
better with experimental measurement by some metrics and
the AE predictions agree better by other metrics. Overall,
the ECP predictions agree better with experiment, although
the AE calculations agree nearly as well.

Figure 2. Total ionization cross section for CCl4. Theoretical
values are indicated by the solid (effective core-potential) and
dashed (all-electron) curves. Experimental values are indi-
cated by the symbols.7,21,22

Figure 3. Total ionization cross section for C2Cl6. Theoretical
values are indicated by the solid (effective core-potential) and
dashed (all-electron) curves. Experimental values are indi-
cated by the symbols.7

Figure 4. Total ionization cross section for CS2. Theoretical
values are indicated by the solid (effective core-potential) and
dashed (all-electron) curves. Experimental values are indi-
cated by the symbols.26-28
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The ECP approach has operational advantages over the
AE method. The ECP procedure is more clearly defined. In
the AE procedure, one must use Mulliken populations to
identify valence orbitals that are dominated by atomic orbitals
with principal quantum numbern greater than 2. The
Mulliken population threshold for identifying such molecular
orbitals, although recommended here as 75%, is rather
arbitrary. There is further ambiguity when multiple heavy
atoms are involved. For example, in the molecule MoO2Cl2
(not included in the Tables), orbital 10b1 has 38% Mo 4d
character and 24% Cl 3p character; the appropriate value of
n in eq 1 is debatable. In contrast, no Mulliken populations
are needed in the ECP approach.

The ECP method is more easily extensible to molecules
containing very heavy atoms, for which good all-electron
basis sets are often unavailable. As a bonus, many ECPs
also recover scalar relativistic effects, thus providing more
accurate energies. We find that the results are independent
of the choice of effective potential. For example, the
Stuttgart,15,16 NIST,46 and Los Alamos47 ECPs, with their
corresponding valence basis sets, produce nearly superim-
posable cross-section curves for C2Cl4 (differences less than
0.1 Å2).

The ECP procedure still requires performing all-electron
calculations to obtain cross sections for the core orbitals.
This is cumbersome for molecules containing very heavy
atoms that lack good all-electron basis sets. Alternatively,
binding and kinetic energies for the core orbitals can be
obtained from atomic Dirac-Fock calculations,9 independent
of the particular molecule at hand. For the molecules
examined here, completely ignoring the contribution of the
core by using ECPs for all calculations reduces the cross
section by only a small percentage, particularly at energies
below 100 eV. Thus, the core can be neglected entirely if
the energies of interest are not too high. This is the situation
in applications such as mass spectrometry or low-energy
plasmas.

Conclusions
Both the all-electron (AE) and effective-core-potential (ECP)
implementations of the BEB theory produce total ionization
cross sections that agree with experimental measurements
about as well as different experiments agree with each other.
The ECP predictions show slightly better agreement with
experimental measurements, as evaluated using a variety of
metrics. The ECP method is also more convenient, since it
avoids Mulliken population thresholds, is applicable to larger
molecules and heavier atoms, carries a lower computational
cost, and includes scalar relativistic effects. We recommend
the ECP approach for calculating BEB cross sections for
molecules that contain elements heavier than neon.
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Abstract: A spin-vibronic Hamiltonian including the linear, quadratic, cubic, and quartic Jahn-
Teller terms with account for all important anharmonic effects was applied to study electronic

and nuclear dynamics in the ground X̃2E and first excited Ã2A1 electronic states of the CH3S

methylthio radical (C3v). The EX(3a1+3e) problem of spin-vibronic eigenvalues and eigenfunctions

was solved in a basis set of products of electronic, electron spin, and vibrational functions. The

Jahn-Teller distortions in X̃2E CH3S are totally quenched by the strong spin-orbit coupling.

However, Jahn-Teller interaction terms in the spin-vibronic Hamiltonian cannot be neglected

for the high precision evaluation of energy levels of CH3S. The results of calculations show the

importance of inclusion of at least quadratic vibronic terms into variational treatment. The

nonadiabatic (pseudo-Jahn-Teller) coupling of the X̃2E and Ã2A1 electronic states was found

small and safely removable from the spin-vibronic Hamiltonian of CH3S.

Introduction
This paper is intended to extend our previous study1 of the
Jahn-Teller (JT) effect and spin-orbit coupling (SOC) in
the ground electronic state X˜ 2E of the methylthio (CH3S)
radical by means of a variational solution of the EXe problem
using ab initio methods to parametrize the Hamiltonian. The
formalism of our calculations is described in detail in refs 2
and 3. The ground X˜ 2E electronic state of CH3S was studied
here with the simultaneous treatment of spin-orbit coupling,
all linear and quadratic JT interactions including multimode
couplings, the cubic and most important quartic vibronic
terms, and all significant anharmonic effects. Eigenenergies
and eigenfunctions of a model spin-vibronic Hamiltonian
were calculated in a basis set of products of electronic,
electron spin, and vibrational functions transformed according
to irreducible representations (E3/2 and E1/2) of the double
C3V symmetry group.4,5

A study of the nuclear dynamics in the first excited A˜ 2A1

state of CH3S within the adiabatic approximation4 was also
performed. The smallness of nonadiabatic coupling between
the ground X̃2E and excited A˜ 2A1 electronic states was
proven with calculation of linear vibronic constants respon-

sible for the pseudo-Jahn-Teller (PJT) effect6 in CH3S. The
equilibrium geometry and force constants, vibrational energy
levels in Ã2A1 CH3S, and energies (Te and To) of the
Ã2A1TX̃2E electronic transition were found.

Details of Computations
Calculations of the Spin-Vibronic Dynamics in X̃2E CH3S.
The model Hamiltonian describing the dynamics of electrons
and nuclei in X̃2E CH3S (refs 2 and 3) is obtained with use
of refs 7 and 8 in terms of the spin-vibronic matrix that is
formed in the basis set of four spin-electronic functions
X ) |Λ〉 |∑〉: |-1〉|-1/2〉, |+1〉|-1/2〉, |-1〉|+1/2〉, and
|+1〉|+1/2〉, where the labelΛ ) (1 is intended to distinguish
the two components of the E-term, lowest (-1) and upper
(+1), and the value of∑ ) (1/2 is a projection of the electron
spin (S ) 1/2) on the symmetry axis of the molecule

whereVE° ) 〈(1|V̂(r,Q)|(1〉 and 2∆SO is the value of spin-
orbit splitting (-ASOúe) at the electronic degeneracy point* Corresponding author e-mail: james.boggs@mail.utexas.edu.

((T̂ + VE
o - ∆SO) - E V-+

V+- (T̂ + VE
o ( ∆SO) - E)

(XΛ)-1Σ)-(1/2)

XΛ)+1Σ)-(1/2)) ) 0 (1)

1162 J. Chem. Theory Comput.2005,1, 1162-1171

10.1021/ct0501452 CCC: $30.25 © 2005 American Chemical Society
Published on Web 09/28/2005



(Q0), r and Q are electronic and nuclear coordinates,
respectively,V̂(r,Q) is the electrostatic potential involving
electrons and nuclei,T̂(Q) is the nuclear kinetic energy
operator. In case of∆SO ) 0, diagonalization of eq 1 at
different nuclear configurations gives two adiabatic potential
surfaces (A′ and A′′) crossing atQ0 (Figure 1, part a). With
inclusion of the spin-orbit coupling (∆SO * 0), the two
surfaces corresponding to the two spin-orbit states of E3/2

(lower) and E1/2 (upper) symmetry avoid crossing (Figure
1, part b).

There are six normal coordinates (Q) determined for the
C3V symmetry nuclear configuration of CH3S: symmetric
CH3-stretchingQ1(A1), symmetric CH3-deformationQ2(A1)
(“umbrella”), CS-stretchingQ3(A1), asymmetric CH3-stretch-
ing Q4(E), and asymmetric HCH- (“scissors”) and HCS-
deformations,Q5(E) andQ6(E), respectively. The electronic
matrix (V) elements in eq 1 are expressed via the complex
Q( ) Qa ( (-1)1/2Qb components of doubly degenerate
normal modesQ(E) as

and

The quantitiesωi in eq 2 refer to harmonic frequencies
calculated for the three nondegenerate and three 2-fold
degenerate vibrational modes. The potential term∆Vanh is
responsible for anharmonic effects.

The vibronic termV(- in eq 3 includes Jahn-Teller
parameters of up to the fourth order. The functionsV(-(III)
andV(-(IV) worked out in detail3 refer to cubic and quartic
vibronic couplings, respectively. The linear (ki), quadratic
(gij), cubic (gijk), and quartic (gijkl) vibronic constants (see
also eqs 6-8 in ref 3) mix electronic statesΛ ) (1 via
single JT active vibrations or via their combinations. Other
quadratic, cubic, and quartic constants of type “b” are
responsible for the vibronic coupling between nondegenerate
(i ) 1-3) and JT active (j ) 4-6) vibrational modes in

Figure 1. Vertical energies for X̃2E and Ã2A1 CH3S without spin-orbit coupling (a) and with SOC (b) projected on the normal
mode Q6(E). Ab initio single point energies calculated by EOMIP/aug-cc-pCVTZ are depicted with solid circles. The a component
of Q6 is dimensionless. Other normal coordinates Q (S ) LQ) were equal to zero. The L-matrix was calculated at the C3v

symmetry nuclear configuration optimized for the X̃2E state.
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CH3S. All the constants ofi, ij , ijk, and iijj type were
considered here.

The term∆Vanh in eq 2 was expressed via the symmetrized
Taylor series:

where the quantitiesfiii , fijj , andfijk are cubic force constants
(the integersi andj run over all vibrations). The coefficients
fiiii andfiijj refer to quartic constants. The force constants of
higher order are found to be small and can be omitted.

The general variational solution of eq 1 was obtained in a
basis set of products of electronic, electron spin, and
vibrational functions transformed according to irreducible
representations (E3/2 and E1/2) of the doubleC3V symmetry
group4,5 (relativistic symmetry). In the absence of SOC, the
vibronic eigenfunctions obviously comply to irreducible
representations (A1, A2, and E) of theC3V group (nonrela-
tivistic symmetry). The vibrational portion of the basis set
consists of the orthonormalized harmonic oscillator eigen-
functions expressed via Hermite polynomials.4

Calculations of the Nuclear Dynamics in Ã2A1 CH3S
with Use of the Adiabatic Approximation. The nuclear
dynamics in the first excited electronic state A˜ 2A1 was studied
with the model vibrational Hamiltonian written in terms of
the one-dimensional harmonic oscillator for symmetric
normal modesQ1(A1), Q2(A1), and Q3(A1) and the two-
dimensional (isotropic) harmonic oscillator for asymmetric
modesQ4(E), Q5(E), andQ6(E)4

where the potential term∆Vanh expressed in eq 4 accounts

for anharmonic effects in A˜ 2A1 CH3S. The dimensionless
normal coordinates were used in eqs 1-5.

Eigenenergies and eigenfunctions of eq 5 are calculated
in a basis set of products of the one- or two-dimensional
harmonic oscillator eigenfunctions4 transformed according
to irreducible representations (A1, A2, and E) of theC3V point
symmetry group.4,5

Miscellaneous Details on Calculation of Model Param-
eters.Optimizations of geometry parameters and harmonic
analyses of theC3V symmetry nuclear configurations in the
X̃2E and Ã2A1 electronic states of CH3S were performed
numerically using the symmetry-adapted internal coordinates
S related to the normal coordinates asS ) L Q (see ref 1)
and the program ANOCOR9 for generation of distorted
geometries and harmonic analysis. The unperturbed (diabatic)
harmonic frequenciesω4(E), ω5(E), andω6(E) in X̃2E CH3S
were calculated by differentiation of the functionVE°(Q) )
1/2(U+ +U-) averaged over total energies of the upper (U+)
and lower (U-) adiabatic electronic states arising from the
degenerate X˜ 2E term.

The vibrational and vibronic parameters from eqs 3 and 4
were found through the least-squares fit of model potential
energy values to “exact” ab initio energies for the two
components of X˜ 2E and for the Ã2A1 state over 1153 nuclear
configurations distorted on the normal coordinatesQi and
Qja (i ) 1-3, j ) 4-6) (see details in refs 2 and 3). For the
ab initio calculations of single point energies, we used the
equation-of-motion coupled cluster method10 with the coupled
cluster singles and doubles (CCSD) reference wave function
for the CH3O- -anion ground state (further abbreviated to
EOMIP) and with the augmented correlation consistent
polarized valence basis sets of Dunning et al.11 of triple-ú
quality including extra functions12 for C and S to account
for core-core and core-valence correlation (further abbrevi-
ated to aug-cc-pCVTZ). The EOMIP calculations were
performed with a local version of the ACES II program
package.13

The value of spin-orbit splitting (-ASOúe ) 358 cm-1)
at the electronic degeneracy point (C3V) in X̃2E CH3S has
been found in our previous study1 with the use of multicon-
figuration quasi-degenerate second-order perturbation theory14

followed by an SOC perturbative calculation within the full
Breit-Pauli spin-orbit operator.15 This spin-orbit calculation
was performed with the GAMESS (US) package.16

Evaluation of the Nonadiabatic Coupling of the Ground
X̃2E and First Excited Ã2A1 Electronic States.To study
the role of the pseudo-Jahn-Teller interaction between the
electronic states of interest, we constructed a diabatic
electronic matrix relevant to the (E+A1)Xe problem to
introduce the nonadiabatic coupling of three states by means
of generalization of findings in refs 17-19

where the diabatic potentialsVE°(Q) and VA1°(Q) are
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expressed with use of eqs 2 and 4 in terms of normal
coordinatesQi (i ) 1-3) andQi( ) Qia ( (-1)1/2Qib (i )
4-6) corresponding to the ground X˜ 2E state of CH3S. The
value ofTv ) VA1°(0) - VE°(0) is the vertical energy of the
Ã2A1TX̃2E transition. The Jahn-Teller and pseudo-Jahn-
Teller coupling constantsV(-(Q) are expressed with use of
eq 3. As in eq 1, the electronic termVE° in eq 6 may undergo
spin-orbit splitting of 2∆SO. Diagonalization of eq 6 at∆SO

) 0 andQb ) 0 leads to the three adiabatic potentialsUE(A′),
UE(A), andUA1 representing ab initio total energies (Figure
1, part a):

The functions ofAJT andAPJT are defined as V+-
(P)JT(Qa) )

V-+
(P)JT(Qa). Taking into account only linear vibronic (JT

and PJT) coupling, one can readily represent the expressions
for these potentials given by Woywod et al.17 in the study
of the Jahn-Teller and pseudo-Jahn-Teller interactions in
the ammonia cation (cf. eqs 2.17 in ref 17 following the
phase convention for the choice of a sign onλ).

In the case of well-separated adiabatic states with 4APJT
2

, (VA1° - VE° + AJT)2, eqs 8 and 9 can be reduced to

with the further simplificationVA1° - VE° + AJT ≈ Tv )
VA1°(0) - VE°(0). Thus, even linear pseudo-Jahn-Teller
effect (APJT ∼ λQa) giving a quadratic contribution to the
adiabatic potentialsUE(A′) andUA1 may cause an additional
instability of the high-symmetry nuclear configuration with
reduction of the curvature of the low sheet.20 According to
eqs 10 and 11, a pseudo-Jahn-Teller coupling may be
heavily quenched with a large value of the vertical energy
Tv (a case of well-separated states). If (APJT

2/Tv) ≈ 0, the
expressions for the adiabatic potentials (eqs 10 and 11) are
reduced to the formulas for uncoupled electronic states
(E ) A′ + A′′ and A1) which can be treated individually by
use of eqs 1 and 5.

The linear pseudo-Jahn-Teller constantsλ4, λ5, and λ6

which couple these electronic states via the termsV(-
PJT )

∑i)4
6 λiQi- in eq 6 were evaluated numerically by means of

EOMIP/aug-cc-pCVTZ single point calculations with use of
eqs 7-9 andAPJT ) ∑i)4

6 λiQia. A variational solution of the
spin-vibronic Hamiltonian with inclusion of the PJT coupling
of the X̃2E and Ã2A1 states was beyond the scope of the
present study.

Results of Calculations and Discussion
The Ground X̃2E Electronic State of CH3S. As predicted
by the Jahn-Teller theorem,6 the C3V symmetry nuclear
configuration in the X˜ 2E ground electronic state of CH3S is
unstable as shown in Figure 1(a) (no spin-orbit coupling
included). There are two specific points on the adiabatic
potential energy surface (PES) of X˜ 2E CH3S corresponding
to distorted (Cs symmetry) nuclear configurations (a mini-
mum and a saddle point) with electron wave functions of
A′ or A′′ symmetries. The Jahn-Teller stabilization energy
EJT ) 92 cm-1 is determined asEJT ) U(C3V, E) - U(Cs,
A′) where U(C3V, E) and U(Cs, A′) are total energies
corresponding to theC3V(E) andCs(A′) equilibrium geom-
etries, respectively. The barrier to pseudorotation or the
quadratic Jahn-Teller stabilization energy is∆JT ) U(Cs,
A′′) - U(Cs, A′), ∆JT ) 15 cm-1.

After account for the spin-orbit coupling, the shape of
adiabatic potential surfaces of X˜ 2E CH3S is changed dramati-
cally as shown in Figure 1(b). The value of spin-orbit
splitting in X̃2E CH3S (-ASOúe ) 358 cm-1) is significantly
larger than the Jahn-Teller stabilization energyEJT ) 92
cm-1. As shown by our previous calculations,1 the strong
spin-orbit coupling totally quenches the Jahn-Teller distor-
tions in the ground electronic state of CH3S (Figure 1, part
b). Instead of the three equivalent minima corresponding to
the Jahn-Teller distorted geometries on the lower potential
energy surface of X˜ 2E CH3S (the Mexican hat6) as depicted
in Figure 2(a), there is a minimum at theC3V symmetry
nuclear configuration (Figure 2, part b). The reduction of
the Jahn-Teller effect by spin-orbit coupling doesnotmean
though that the vibronic effects may be completely ne-
glected.7 The shape of potential surfaces for the two final
spin-orbit states is determined by the relation between the
ASOúe quantity and the values ofEJT and ∆JT. Hence, the
thorough evaluation of vibronic parameters and force con-
stants is still important for the most accurate theoretical
predictions of spin-vibronic levels of the CH3S radical.

The EOMIP/aug-cc-pCVTZ values of molecular param-
eters with inclusion of all significant force constants of higher
order and linear, quadratic, cubic, and quartic vibronic
constants of X˜ 2E CH3S are presented in Table 1. The optimal
geometry parameters (Re, Re), unperturbed harmonic frequen-
cies (ω), and Jahn-Teller stabilization energies (EJT, ∆JT)
of X̃2E CH3S (Table 1) are close to results of our previous
EOMIP calculations1 with electronic basis sets of quadruple-ú
quality: Re(C-S) ) 1.7940 Å,Re(C-H) ) 1.0872 Å,Re-
(HCS)) 109.80°; ωi ) 3066(A1), 1367(A1), 758(A1), 3164-
(E), 1483(E), and 938(E) cm-1 (i ) 1-6); EJT ) 93.2 and
∆JT ) 14.9 cm-1.1 Values of linear and quadratic Jahn-
Teller constants calculated in ref 1 (k4 ) -90, k5 ) -166,
k6 ) -372,g44 ) 0.25,g55 ) -24, andg66 ) 93 cm-1) are
also similar to relevant numbers presented in Table 1. Hence,
further extension of the basis set would be expected to
improve our results only a little. The large magnitudes of
force constants corresponding to the CH3-stretchingsQ1(A1)
and Q4(E) indicate that these vibrations exhibit the most
pronounced anharmonicity. Calculations of diagonal vibronic
constants with the use of multiconfiguration quasi-degenerate
second-order perturbation theory result in the values (k4 )
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-91, k5 ) -154, k6 ) -385, g44 ) -10, g55 ) -29, and
g66 ) 102 cm-1) that are close to the ones obtained by
EOMIP (Table 1). The values of Jahn-Teller stabilization
energiesEJT and∆JT were calculated considering Jahn-Teller
coupling of different orders. The inclusion of only linear
constants reproduces the ab initio value ofEJT relatively
poorly (82 cm-1), whereas the addition of quadratic constants
improves the quality of the model (EJT ) 91 and∆JT ) 14
cm-1). Accounting for the cubic terms reproduces the ab
initio values ofEJT ) 92 and∆JT ) 15 cm-1 exactly, as
shown in Table 1, and further addition of the quartic JT
constants produces no further change.

To study the role of Jahn-Teller coupling of different
orders, we performed a solution of the EX2e eigenvalue
problem for X̃2E CH3S (Table 2) with inclusion of two

vibrational coordinates only: asymmetric HCH- and HCS-
deformation normal modes,Q5(E) andQ6(E), respectively.
TheQ5(E) andQ6(E) modes, strongly coupled together, are
almost solely responsible for the Jahn-Teller effect in X̃2E
CH3S, whereas the linear and quadratic vibronic couplings
predicted for the asymmetric CH3-stretching Q4(E) are
smaller than forQ5(E) andQ6(E) (comparek4 andg44 with
k5 andg55 or with k6 andg66 in Table 1). The spin-vibronic
eigenstates were approximately assigned in terms of single
normal oscillators. The eigenvalues of the model spin-
vibronic Hamiltonian for X̃2E CH3S calculated within the
fourth-order vibronic coupling (eq 3, Table 2) are expected
to be the most accurate energies in Table 2. The exclusion
of all the quartic Jahn-Teller constants (the third-order
vibronic coupling) does not lead to a noticeable loss of the

Figure 2. The map of the potential energy surface of X̃2E CH3S (the low sheet) without spin-orbit coupling (a) and with SOC
(b) for the normal mode Q6(E). Energies are given in cm-1. The a and b components of Q6 are dimensionless.

Table 1. Structure and Spin-Vibronic Parameters of CH3S in the Ground X̃2E and First Excited Ã2A1 Electronic Statesa

X̃2E CH3S
EJT ) 92 ∆JT ) 15 -ASOúe ) 358 Re(C-S) ) 1.7944 Re(C-H) ) 1.0880 Re(HCS) ) 109.79
ω1(A1) ) 3062 ω2(A1) ) 1373 ω3(A1) ) 752 ω4(E) ) 3157 ω5(E) ) 1490 ω6(E) ) 943
f111 ) -1067 f222 ) 136 f333 ) -251 f444 ) 823 f555 ) 77 f666 ) -32
f1111 ) 330 f2222 ) -20 f3333 ) 73 f4444 ) 578 f5555 ) -25 f6666 ) 35
k4 ) -90 k5 ) -168 k6 ) -369 g44 ) -7 g55 ) -28 g66 ) 98
g444 ) -1 g555 ) -25 g666 ) -25 g4444 ) 2 g5555 ) -6 g6666 ) -0.02
g45 ) -5 g46 ) 34 g56 ) -43 b14 ) 3 b15 ) 11 b16 ) -25
b24 ) 24 b25 ) -38 b26 ) 52 b34 ) 8 b35 ) 25 b36 ) 64

Ã2A1 CH3S
Te ) 27308 Re(C-S) ) 2.0643 Re(C-H) ) 1.0794 Re(HCS) ) 99.75
ω1(A1) ) 3124 ω2(A1) ) 1203 ω3(A1) ) 465 ω4(E) ) 3299 ω5(E) ) 1454 ω6(E) ) 718
f111 ) -1070 f222 ) 217 f333 ) -161 f444 ) 833 f555 ) 170 f666 ) -23
f1111 ) 312 f2222 ) -18 f3333 ) 66 f4444 ) 545 f5555 ) -14 f6666 ) 33
a Values and dimensions: distances R (Å), valence angles R (deg), all remaining quantities are in cm-1. The values of geometric parameters

(R and R), unperturbed harmonic frequencies (ω), force (f ) and vibronic (k, g, b) constants were found numerically by means of EOMIP/aug-
cc-pCVTZ total energy calculations over 1153 single points. The off-diagonal force (f ) and vibronic (g and b) constants of ijj, ijk, and iijj type
were small (with the exception of f144 ) -1131, f1144 ) 358 cm-1 for X̃2E and f144 ) -1137, f1144 ) 335 cm-1 for Ã2A1) and were omitted here
(but still included in our dynamical calculations). The magnitude of -ASOúe shows the spin-orbit splitting of the X̃2E state.1 The Jahn-Teller
stabilization energy and barrier to pseudorotation are EJT ) U(C3v, E) - U(Cs, A′) and ∆JT ) U(Cs, A′′) - U(Cs, A′), respectively. The value of
Te is an adiabatic energy of the Ã2A1 T X̃2E3/2 transition.
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accuracy of eigenvalues at least for the lowest ones. The
inaccuracy of eigenenergies calculated after exclusion of all
the cubic and quartic vibronic terms from eq 3 varies in the
range of 2-28 cm-1 for values of Table 2 (the second-order
vibronic coupling). The error caused by omission of all the
vibronic parameters except linear (the first-order coupling)
is 5-92 cm-1. Therefore, the quartic vibronic terms in the
spin-orbit Hamiltonian for X̃2E CH3S are quite small (Table
1) and can be neglected even for calculations of higher
energy levels without a significant loss of accuracy. The
inclusion of cubic vibronic constants is still desirable for a
benchmark calculation of the spin-vibronic spectrum of
CH3S. On the other hand, the evaluation of thermochemical
properties of CH3S can be performed with eigenvalues of
lower accuracy (the second-order or even first-order vibronic
coupling, Table 2). This conclusion is in agreement with our
previous result obtained for X˜ 2E CH3O.3 The spin-orbit
splitting in X̃2E CH3S (-ASOúe ) 358 cm-1) is much larger
than in X̃2E CH3O (134 cm-1).2,3 The Jahn-Teller effect in
X̃2E CH3S (EJT ) 92 cm-1) is rather weaker than in X˜ 2E
CH3O (EJT ) 270 cm-1), and the Jahn-Teller distortions in
X̃2E CH3S are totally quenched by a strong spin-orbit
coupling (unlike the case2,3 of X̃2E CH3O). Hence, the spin-
vibronic dynamics in CH3S can be described by means of
the vibronic terms of lower order (linear and quadratic for
instance), whereas the inclusion of cubic terms in the case
of X̃2E CH3O is more vital to a better accuracy.

The large magnitudes of some vibronic constants in Table
1 show the significant Jahn-Teller coupling between dif-

ferent vibrational modes: the constants ofgij type are
responsible for vibronic coupling between asymmetric vibra-
tions Q4(E), Q5(E), and Q6(E), whereas the constantsb
indicate a coupling between nondegenerate (i ) 1-3) and
JT active (j ) 4-6) vibrationsQi(A1) andQj(E).

We performed a variational solution of the full EX(3e +
3a1) eigenvalue problem for X˜ 2E CH3S with account for all
possible vibrational and vibronic couplings of up to the fourth
order. Table 3 shows results of calculations of the low spin-
vibronic energy levels assigned in terms of single normal
oscillators. The calculated energy levels were correlated to
one of the two spin-orbit states2E3/2 and2E1/2 arising from
the electronic E-term split by SOC. Due to a strong coupling
between different normal modes, all the assignments in Table
3 are approximate. For instance, two lowest spin-vibronic
eigenstates at 0 and 252 cm-1 are definitely correlated to
the two spin-orbit components of the lowest vibronic
eigenstate. They are made up of the following combinations
of basis functions

where the notation|-〉 defines the lower spin-orbit state
2E3/2 and|+〉 corresponds to the upper state2E1/2, a function
|6V, l〉 defines the two-dimensional (isotropic) harmonic
oscillator with the principal vibrational quantum numberV
and the vibrational angular momentum quantum number
l (l ) V, V - 2, V - 4, ...) for a normal modeQ6(E),4 the
indexes for other vibrational modes are omitted.

The higher energy spin-vibronic levels are more strongly
mixed than the lower ones, and their assignments in terms
of harmonic oscillators may be more difficult or meaningless.
For instance, the spin-vibronic eigenstate at 1826 cm-1 (Table
3) is made up of the following combinations only slightly
dominated by the basis function|+〉|62, 2〉:

Hence, the state at 1826 (e3/2
+) cm-1 can be approximately

assigned to the upper spin-orbit component of the doubly
degenerate vibronic level 62(e) arising from a two-quantum
vibrational excitation of the normal oscillator corresponding
to the asymmetric HCS-deformationQ6(E).

The role of inclusion of the vibronic coupling between
symmetric and Jahn-Teller active normal modes into the
spin-vibronic Hamiltonian becomes clear after comparison
of results of solutions of the EX2e eigenvalue problem (the
right column of Table 2) to relevant eigenenergies from Table
3: the difference of these wavenumbers varies from 3 to 24
cm-1. The spin-orbit splitting of the vibronic levels 1V(e),
2V(e), and 3V(e) is a nearly constant value equal to the spin-
orbit splitting-ASOúed ) 252 cm-1 in the zero vibronic level
00(e) because these eigenstates are mostly dominated by a
single harmonic oscillator basis function related to a vibra-
tional excitation 1V(A1), 2V(A1), or 3V(A1), respectively, with
only a little contribution from 4V(E), 5V(E), or 6V(E). The
strong spin-orbit coupling almost totally reduces the vi-
bronic splitting for the eigenstates at 3022(e1/2

-), 3026(e1/2
-),

Table 2. Low Spin-Vibronic Energy (in cm-1) Levels in
X̃2E CH3S Assigned to the Normal Modes Q5 and Q6

(EX2e Problem)a

assignment first order second order third order fourth order

00(e) e3/2
- 0 0 0 0

00(e*) e1/2
+ 262 261 255 255

61(a1) e1/2
- 848 818 804 804

61(a2) e1/2
+ 1066 1107 1088 1088

61(e) e1/2
- 1109 1102 1103 1104

61(e*) e3/2
+ 1266 1257 1240 1241

51(a1) e1/2
- 1466 1457 1451 1452

51(e) e1/2
- 1479 1487 1483 1484

62(e) e1/2
- 1730 1692 1670 1671

51(e*) e3/2
+ 1704 1710 1688 1691

51(a2) e1/2
+ 1724 1713 1698 1699

62(e*) e3/2
+ 1938 1861 1846 1846

62(e) e3/2
- 1986 2060 2045 2045

62(e*) e1/2
+ 2071 2111 2082 2083

62(a1) e1/2
- 2169 2146 2133 2136

62(a2) e1/2
+ 2250 2246 2226 2227

a Calculations were performed with inclusion of all linear (vibronic
coupling of first order), all quadratic (second order), all cubic (third
order), and quartic vibronic (fourth order) constants with the use of
-ASOúe ) 2∆SO) 358 cm-1 for eq 1. Occupation quantum numbers
for the rest of the vibrational modes were equal to zero. The
eigenstates were approximately correlated to vibronic states. The
symmetry of spin-vibronic levels (e3/2 or e1/2) complies to the following
rules: E1/2Xe ) e3/2 + e1/2 and E1/2Xa1 ) E1/2Xa2 ) e1/2, where the
symmetry of an electronic spin function (S ) 1/2) is E1/2 and the
symmetries of vibronic levels are a1, a2, e (e* denotes another
component of a doubly degenerate level). The sign -(+) indicates
an assignment of a spin-vibronic level to the lower X̃2E3/2 (upper
X̃2E1/2) spin-orbit state.

0.93|-〉|00〉 + 0.27|+〉|61, -1〉 at 0 (e3/2
-) and

0.84|+〉|00〉 + 0.45|-〉|61, 1〉 at 252 (e1/2
+) cm-1

0.54|+〉|62,2〉 +0.47|+〉|51,-1〉 +0.34|-〉|63,3〉
-0.29|-〉|62,0〉 + 0.28|+〉|61,-1〉 +0.24|-〉|51,-1〉|61,1〉
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3275(e1/2
+), and 3282(e3/2

+) cm-1 approximately assigned to
a single excitation 41(e) of the asymmetric CH3-stretching
normal modeQ4(E): a remaining vibronic splitting in the
lower spin-orbit component (E3/2XE ) 2e1/2) and in the
upper component (E1/2XE ) e3/2 + e1/2) is 4 and 7 cm-1,
respectively, where E3/2 (E1/2) are relativistic symmetry of a
lower (upper) spin-orbit state (see Figure 1, part b).

Theory versus Experiment: the Ground X̃2E Electronic
State. The CH3S radical has been studied during the last
three decades with use of different spectroscopic techniques
(see refs 7 and 21-36 and therein).

In agreement with theory, experiment demonstrates a
relatively large spin-orbit splitting of the ground electronic
state, in excess of 200 cm-1, and the Jahn-Teller distortions
vanish.7 The theoretical value of spin-orbit splitting in the
ground vibronic state of X˜ 2E CH3S (-ASOúed ) 252 cm-1,
Table 3) is close to the observed ones (in cm-1): 220.329

(microwave spectroscopy); 259.1,21 266,22 280 ( 20,23 and
255.530 (laser-induced fluorescence); 280( 5027 and 265(
1534 (photoelectron spectroscopy). The Ham reduction factor
d (d e 1) in -ASOúed indicates how much the spin-orbit
coupling (-ASOúe) is reduced by the Jahn-Teller effect.7

Chiang and Lee,21 Misra et al.,22 and Suzuki et al.23

observed the CH3S X̃2E - Ã2A1 systems by laser-induced
fluorescence (LIF) spectroscopy. The main (X˜ 2E3/2 f Ã2A1)
and weak (X̃2E1/2 f Ã2A1) progressions detected in the
excitation spectrum of CH3S were assigned to the transitions
from the2E3/2 and2E1/2 spin-orbit components of the ground
electronic state X˜ 2E CH3S to different CS-stretching vibra-
tional levels (3V) of the 2A1 state. Less intense progressions
assigned to the X˜ 2E3/2 f 20

130
vÃ2A1 transitions were also

identified.21

Some intervals for X˜ 2E3/2 and X̃2E1/2 CH3S observed in
the dispersed fluorescence spectra21-23 are shown in Table
3. The agreement between theory and experiment is good
for all the intervals assigned to the symmetric vibrations
Q2(A1) andQ3(A1): deviations vary between 4 and 80 cm-1

with the growth for higher energy overtones (Table 3). The
interval observed21 at 1496( 6 cm-1 (1463 cm-1 by theory)
in the main progressions 30

vÃ2A1 f X̃2E3/2, 20
1Ã2A1 f

X̃2E3/2 is assigned to the lower spin-orbit component of the
vibronic level 51(e) (Table 3), but the transition to the upper
spin-orbit component (1674 cm-1 by theory) was not
detected in ref 21 apparently because of the low intensity of
relevant lines in the LIF spectrum. Due to a relatively small
Jahn-Teller coupling in CH3S, those lines in the spectrum,
which may be assigned to vibrations along the Jahn-Teller
active modes,Qj(E), j ) 4-6, are likely to be weak,7 and
they may not be detected or identified properly within the
experimental accuracy. Some weak lines in the LIF spectrum
of CH3S weretentatiVely assigned by the authors of ref 21
to the symmetricQ1(A1) and asymmetricQ4(E) CH3-
stretchings and the asymmetric HCS-deformationQ6(E), with
ν1(A1) ) 2776,ν4(E) ) 2706, andν6(E) ) 586 cm-1 being
suggested.21 In light of the present study and the results of
our previous calculations2,3 on X̃2E CH3O (the methoxy
radical CH3O is an analogue of CH3S but more extensively
studied), some (or all) of these assignments may be incorrect.
The value ofν6(E) ) 586 cm-1 (ref 21) is significantly
underestimated in comparison with the theoretical predictions
for the unperturbed harmonic frequencyω6(E) ) 943 cm-1

(Table 1) and the lowest 61 spin-vibronic level (at 793 cm-1,
Table 3). The intervals calculated for the CH3-stretchings in
X̃2E3/2 CH3S (in cm-1, see the symmetry notations in Table

Table 3. Theoretical Spin-Vibronic Energy (in cm-1) Levels in X̃2E CH3S (EX(3a1 + 3e) Problem) versus Experimental
Valuesa,b

assignment theory experimentc assignment theory experimentc

00(e) 0 (e3/2
-) 0 62(e*) 1826 (e3/2

+)
00(e*) 252 (e1/2

+) 256-259,d 264 e 3161(e) 1844 (e1/2
-)

31(e) 742 (e3/2
-) 738-745,f 736e 3161(e*) 1971 (e3/2

+)
61(a1) 793 (e1/2

-) 586d 62(e) 2037 (e3/2
-)

31(e*) 993 (e1/2
+) 980-986,d 998e 62(e*) 2070 (e1/2

+)
61(a2) 1078 (e1/2

+) 2131(e) 2095 (e3/2
-) 2045-2057,f 2036e

61(e) 1105 (e1/2
-) 62(a1) 2112 (e1/2

-)
61(e*) 1231 (e3/2

+) 2161(a1) 2159 (e1/2
-)

21(e) 1358 (e3/2
-) 1325-1332,f 1312e 3151(a1) 2176 (e1/2

-)
51(a1) 1436 (e1/2

-) 3151(e) 2201 (e1/2
-) 2204-2212d

51(e) 1463 (e1/2
-) 1489-1501d 62(a2) 2215 (e1/2

+)
32(e) 1487 (e3/2

-) 1463-1464,f 1456e 33(e) 2229 (e3/2
-) 2177-2179,f 2159e

3161(a1) 1540 (e1/2
-) 5161(e) 2230 (e1/2

-)
21(e*) 1613 (e1/2

+) 1583-1595,f 1559e 5161(e) 2245 (e3/2
-)

62(e) 1659 (e1/2
-) 3261(a1) 2286 (e1/2

-)
51(e*) 1674 (e3/2

+) 2131(e*) 2348 (e1/2
+) 2310-2319,f 2283e

51(a2) 1680 (e1/2
+) 3162(e) 2402 (e1/2

-)
32(e*) 1734 (e1/2

+) 1718-1723,f 1713e 3151(e*) 2410 (e3/2
+)

3161(a2) 1823 (e1/2
+) 3151(a2) 2421 (e1/2

+)
a See footnotes to Table 2. b All energies are related to the ground level of the lower spin-orbit state X̃2E3/2. The intervals (in cm-1) calculated

for the CH3-stretchings are 2938 for 11(e, e3/2
-), 3022 for 41(a1, e1/2

-), 3026 for 41(e, e1/2
-), 3194 for 11(e*, e1/2

+), 3275 for 41(a2, e1/2
+), and

3282 for 41(e*, e3/2
+). See comparison of these wavenumbers to observed intervals in the text. c The intervals from the Ã2A1 f X̃2E3/2 and Ã2A1

f X̃2E1/2 laser-induced fluorescence (LIF) spectra of jet-cooled CH3S observed21,22 for several pumped bands (00
0, 30

1, 30
2, or 20

1) are written
here with a hyphen. Tentative assignments are italicized. d LIF by Chiang and Lee.21 e LIF by Suzuki, Inoue, and Akimoto.23 f LIF by Misra,
Zhu, and Bryant.22
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2) are 2938 for 11(e, e3/2
-), 3022 for 41(a1, e1/2

-), 3026 for
41(e, e1/2

-), 3194 for 11(e*, e1/2
+), 3275 for 41(a2, e1/2

+), and
3282 for 41(e*, e3/2

+). They lie much higher than suggested
in ref 21. Moreover, the value ofν1(A1) ) 2776 cm-1 (ref
21) is in disagreement with the interval observed in the
CH3S- anion photoelectron spectrum34 at 2960( 30 cm-1

and assigned to the lower spin-orbit component of 11(e)
(cf. 2938 cm-1 by theory). The interval at 3225( 30 cm-1

in ref 34 was assigned to the upper spin-orbit component
of 11(e*) (3194 cm-1 by theory).

The First Excited Ã2A1 Electronic State of CH3S. The
EOMIP/aug-cc-pCVTZ values of geometric parameters,
harmonic frequencies, and all significant force constants of
higher order for Ã2A1 CH3S (Figure 1) are presented in Table
1. The adiabatic energy of the A˜ 2A1 T X̃2E3/2 electronic
transition isTe ) 27 308 cm-1. The value ofTo ) 27 117
cm-1 calculated as a difference of the lowest level energies
in the electronic states X˜ 2E3/2 and Ã2A1 CH3S is ∼2%
overestimated about a wavenumber of the 00

0Ã2A1 f X̃2E3/2

transition observed in the laser-induced excitation spectra
of CH3S: 26 526.3,21 26 529,22 and 26 53123 cm-1. In respect
to the doubleC3V symmetry group, the A˜ 2A1 state is
correlated to A˜ 2E1/2 (Figure 1, part b). There is no spin-
orbit coupling between X˜ 2E and Ã2A1 CH3S.

The equilibriumC3V geometries of the ground X˜ 2E and
first excited Ã2A1 electronic states differ significantly: the
value ofRe(C-S) for Ã2A1 is larger by 0.27 Å and the value
of Re(HCS) is smaller by 10°. The reason for this is the
excitation of an electron from the doubly occupied C-S σ
molecular orbital (A1) to a singly occupied MO of E
symmetry interpreted as one of the 3pπ lone pairs localized
on the sulfur atom.1,32 In accordance with the increase of
Re(C-S) in Ã2A1 CH3S, the normal vibration frequency
correlated to the CS-stretching decreases: cf.ω3(A1) ) 752
cm-1 for X̃2E andω3(A1) ) 465 cm-1 for Ã2A1. A vertical
energy of the A˜ 2A1 T Ã2E3/2 transition calculated at theC3V

nuclear configuration optimized for X˜ 2E is 31100 cm-1

(Figure 1, part b), much higher thanTe ) 27 308 cm-1.
To study a possible role of nonadiabatic coupling of the

ground X̃2E and first excited A˜ 2A1 electronic states of CH3S,
the linear pseudo-Jahn-Teller constantsλ4, λ5, and λ6

involved in the termsV(-
PJT ) ∑i)4

6 λiQi- of the diabatic
electronic matrix in eq 6 were calculated numerically by
means of least-squares fitting of eqs 7-9 to ab initio values
of total energies of three states (E ) A′ + A′′ and A1). Setting
the vibrational parameters ofω- and f-type for X̃2E CH3S
fixed at values shown in Table 1, we varied all other
magnitudes: vibrational parametersω and f for the Ã2A1

state, linear PJT parametersλ, and all the JT constantsk
andg. The final values ofλi are |λi| e 10 cm-1 that gives
an extremely small (below the computational accuracy)
contribution (APJT

2/Tv) e 0.003 cm-1 to the adiabatic
potentialsUE(A′) andUA1 in eqs 10 and 11 withTv ) 31 100
cm-1. According to the results of CASSCF calculations with
the state-averaged density matrix, the adiabatic electronic
wave functionsΨX̃2E for the two components of the E-term
are dominated by Slater determinantsΦ1[(a1)2(ea)2(eb)1(a1)0]
andΦ2[(a1)2(ea)1(eb)2(a1)0], whereas the A˜ 2A1 state is assigned
in terms of a single electron excitationΦ3[(a1)1(ea)2(eb)2(a1)0].

Analysis of these wave functions calculated at theCs(A′)
equilibrium geometries corresponding to the Jahn-Teller
minimum (Figure 1, part a) shows that the ground X˜ 2E and
first excited Ã2A1 electronic states are coupled only very
weakly by the vibrational distortions:

Thus, the termsV(-
PJT ) ∑i)4

6 λiQi- can be safely removed
from the model Hamiltonian and the ground X˜ 2E and first
excited Ã2A1 electronic states of CH3S can be treated
individually with use of eqs 1 and 5. Couplings of the ground
X̃2E state to other (higher than A˜ 2A1) excited states are
expected to be still smaller. For comparison, vertical energies
of the lowest electronic states of the same multiplicity were
calculated with the use of multiconfiguration quasi-degener-
ate second-order perturbation theory: 0 (X˜ 2E), 30206 (Ã2A1),
46108 (2A2), and 54 378 (2E) cm-1.

As known from the literature,32,33,35,37the Ã2A1 adiabatic
surface of CH3S, like any radical of the methoxy family
(CH3X, CF3X, X ) O, S), correlates asymptotically to CH3-
(X̃2A′′2) + S(1D), being crossed by three repulsive surfaces,
which belong to the CH3S states4E, 2A2, and 4A2 and
correlate to CH3(X̃2A′′2) + S(3P). According to an ab initio
study of the photodissociation of CH3S by Cui and Moro-
kuma,37 the energy of intersection between the bonding A˜ 2A1

and first repulsive4A2 states is only 0.13 eV (1049 cm-1)
above the A˜ 2A1 state minimum. The threshold energy for
the nonadiabatic predissociative photofragmentation of CH3S
is expected to be lower than for the dissociation CH3S (Ã2A1)
f CH3 (X̃2A′′2) + S (1D). The energy of the latter reaction is
0.73 eV.37 For comparison, the stability of the ground state
X̃2E in respect to the channel CH3S (X̃2E) f CH3 (X̃2A′′2) +
S (3P) is 2.93 eV.37 Experimental evidence of predissociation
in Ã2A1 CH3S includes the sharp decrease of radiative
lifetimes of the vibrational states for the 30

V(V ) 1 and 2)
transitions relative to 000 and the absence of the band signal
for V > 2 in the excitation spectrum.23 Transitions to the
vibrational levels of Ã2A1 CH3S lying above the predisso-
ciation threshold (g800 cm-1)21,23,33 were resolved in the
CH3S photofragment yield spectrum.33

The energies of low vibrational levels in A˜ 2A1 CH3S
calculated in the present study are compared to observed
intervals in Table 4. Agreement between theory and experi-
ment is somewhat worse in the case of A˜ 2A1 (Table 4) than
for X̃2E CH3S (Table 3). A more accurate dynamical
calculation should account for the dissociative (predissocia-
tive) nature of the vibrational modes in A˜ 2A1 CH3S. The
remaining disagreement between theory and experiment
(Tables 3 and 4) is likely to be caused by computational
errors in our study (mainly omission of triple- and higher-
order excitations in the EOMIP-CCSD method10 and
inaccuracy of the ab initio calculation of spin-orbit splitting
in the ground state) and also by uncertainties in experimental
measurements and errors in band assignments. With respect
to the latter, experiments on CH3S have not yet provided

ΨX̃2E(A′) ) 0.413Φ1 + 0.903Φ2 + 0.018Φ3

ΨX̃2E(A) ) 0.903Φ1 - 0.413Φ2

ΨÃ2A1
) -0.007Φ1 - 0.016Φ2 + 0.993Φ3
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complete and totally reliable data about the structure and
transition frequencies of CH3S, especially for the fundamen-
talsν1(A1), ν4(E), ν5(E), ν6(E) and relevant overtones. Since
the Jahn-Teller coupling in X̃2E CH3S is small, the laser-
induced excitation and dispersed fluorescence A˜ 2A1 T X̃2E
transitions (for instance,M0

1 andM1
0, respectively) involving

excitations of the Jahn-Teller active vibrations (M ) 4-6)
may exhibit very weak intensities unresolved or undetected
within the accuracy of measurements. The absence of spectral
transitions correlated to the symmetric CH3-stretching
Q1(A1) is likely due to unfavorable Franck-Condon factors.35

Conclusions
A variational ab initio study of the spin-vibronic dynamics
in the ground X̃2E and first excited A˜ 2A1 electronic states
of CH3S has been performed for the first time with inclusion
of all the important anharmonic effects and higher-order
Jahn-Teller couplings and with account for the vibrational
and vibronic interactions between different normal modes.
The electronic problem has been solved with use of the
equation-of-motion coupled cluster method and augmented
basis sets of triple-ú quality. A nonadiabatic coupling of the
ground X̃2E and first excited A˜ 2A1 electronic states is shown
to be small, which validates the adiabatic separation of these
two states for studying the nuclear motion. However, unlike
the case of A˜ 2A1, the nuclear dynamics in X˜ 2E CH3S
simultaneously affected by two components of the degenerate
electronic state has been studied here beyond the adiabatic
Born-Oppenheimer approximation that is broken down by
the Jahn-Teller effect. The Jahn-Teller stabilization energy
and barrier to pseudorotation areEJT ) 92 cm-1 and∆JT )
15 cm-1, respectively. The Jahn-Teller distortions of the
CH3S high symmetry nuclear configuration are totally
quenched by a relatively strong spin-orbit coupling (-ASOúe

) 358 cm-1). Nevertheless, the remaining spin-vibronic

coupling still makes a heavy impact on the spectroscopic
properties of the CH3S radical.

Despite the growth of computational capacities during the
last two decades, there is a distinct lack of explicit ab initio
calculations of vibronic or spin-vibronic spectra (see refs 7
and 8 for calculations on the methoxy radical X˜ 2E CH3O
and the methoxy family of radicals, see also references in
refs 6 and 19 on other types of vibronic systems). The
methylthio radical CH3S is an important intermediate in
environmental chemistry.21 Hence, an accurate prediction of
its molecular properties is critical for practical applications.
The agreement between theory and available experimental
data is considered as good, especially for the theoretical
model using no empirical adjustments. Results of calculations
within the complete set of vibrational modes predict spin-
vibronic intervals never observed in experiment and signifi-
cantly supplement the spectroscopic data presently available
in the literature.38 Theoretical predictions presented here can
be used for interpretations of results of future CH3S
spectroscopy studies.
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Abstract: Quantum chemical calculations show that metal-hydride molecules are more compact

when they are placed inside a fullerene cage than when they are isolated molecules. The metal-
hydrogen bond distance in ZrH4 becomes 0.15 Å shorter when it is placed inside a C60 cage.

Metal-polyhydride molecules with a large number of H atoms such as ScH15 and ZrH16, which

are not bound as isolated molecules, are predicted to be bound inside a fullerene cage. It is

also shown that two TiH16 clusters are bound inside a bicapped (9,0) carbon nanotube. Possible

ways to make metal-hydrides inside C60 and nanotubes are suggested.

Introduction
Metal-hydrides are of considerable interest as potential
hydrogen storage systems. A design target of 6.5 weight
(wt)% has been regarded as adequate.1 Species of MHn type,
with n ) 9, as for example ReH92-, are known experimen-
tally.2,3 We have recently predicted the existence of some
MH12 molecules, where M is a group 6 atom, Cr, Mo, and
W.4 The isoelectronic ions VH12

-, TiH12
2-, and MnH12

+ also
turned out to be stable. In a hypothetical solid Li(VH12), the
hydrogen weight percentage would be 17. This study
suggested that the number of hydrogen atoms, bound to a
metal atom, could be increased from the previously known
n ) 9 to n ) 12. The CrH12 species has six H2 moieties,
while MoH12 and WH12 have four H2 moieties and four M-H
σ bonds. The H-H distance in the H2 moieties is larger than
0.8 Å in all species, while a calculation on isolated H2 gives
an H-H bond distance of 0.77 Å. These values for the H-H
bond distances can be considered a fingerprint of the fact
that the H2 moieties are effectively bound to the central metal.

The possible existence of MHn species withn greater than
12 has also been investigated. Examples are TiH14, ZrH14,
ScH15, and ZrH16. Calculations indicate that such species
have long metal-hydrogen bonds (greater than 2.0 Å). It
should be noted that TiH14, ZrH14, and ScH15 fulfill the 18-
electron rule, while ZrH16 would be a 20-electron species.
ZrH16 turns out not to be stable and, instead, dissociates to
ZrH12 and 2H2. Moreover, TiH14, ZrH14, ScH15, and ZrH16

are not more stable than TiH4 + 5H2, ZrH4 + 5H2, ScH3 +
6H2, and ZrH4 + 6H2, respectively. It thus seems unlikely
that MHn species withn larger than 12 will exist as isolated
molecules.

The following question was then posed: is there an
alternative way to store hydrogen in its molecular form. A
conceptually new route to stabilize hydrogen-rich metal-
polyhydride clusters would consist in placing a metal-
hydride inside a C60 fullerene cage. The inside sphere of a
fullerene is large enough to enclose atoms and small
molecules. A variety of endohedral complexes, having metal
fragments, noble gases, and atoms inside the cage, have been
synthesized and characterized.5-10 Recently, encapsulation
of molecular hydrogen into an open-cage fullerene having a
16-membered ring orifice has been investigated.11

Would the C60 cage have the effect of stabilizing the MHn

cluster or would dissociation or reaction occur? We per-
formed quantum chemical calculations on the supermolecular
systems MHn+C60. To our knowledge, this is the first study
on metal-hydrides inside a fullerene.

A recent paper by Zhao et al.12 proposes to use transition-
metal atoms bound to fullerenes as adsorbents for storage
of hydrogen. Compounds such as C60[ScH2(H2)4]12 have the
Sc atoms bound externally to the fullerene cage. Here we
propose a completely different approach, consisting of
placing both the metal and the hydrogen inside the fullerene
cage. We report results of a computational study on the
species ZrH4@C60, ScH15@C60, and ZrH16@C60. While ZrH4

is experimentally known as a single molecule13 and has been* Corresponding author e-mail: laura.gagliardi@unipa.it.
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previously predicted by Pykko¨ and Desclaux,14 ScH15 and
ZrH16, on the other hand, are unknown. All these MHn@C60

species turned out to be stable with all real harmonic
frequencies. We extended the idea by considering also two
TiH16 clusters inside a bicapped (9,0) carbon nanotube, C114.
This system also turned out to be stable.

Details of the Calculations
The program TURBOMOLE15-17 was employed. The cal-
culations were performed using density functional theory,
DFT, with the Becke-Perdew, BP86, exchange-correlation
functional. For the Zr metal, the energy-adjusted Stuttgart
ECPs were used in order to take into account relativistic
effects.18 The number of valence electrons is 12. The basis
sets accompanying the ECPs 5s3p2d were used.19 For Sc,
Ti, H, and C an all electron, split-valence basis set, contracted
to 5s3p2d, 5s3p2d, 2s, 3s2p, respectively, was used. Equi-
librium geometries and harmonic frequencies were com-
puted for all species at the BP86/DFT level of theory, using
the resolution-of-the-identity (RI) variant available in the
TURBOMOLE package15-17 to make the calculations fea-
sible. The auxiliary basis set of split-valence plus polarization
type, available in the TURBOMOLE library, were used for
all atoms. Comparative equilibrium geometry calculations
on some selected structures were performed at the second
order perturbation theory level with the RI variant, RI-MP2,
to check if possible weak interactions between the H atoms
and the fullerene cage would imply a substantial rearrange-
ment of the structures. Since the RI-MP2 structure of
ZrH16@C60 turned out to be very similar to the BP86
structure, with a slightly shorter Zr-H bond distance at the
RI-MP2 level, only BP86 structures will be discussed below.
Frequency calculations, on the other hand, were not per-
formed at the RI-MP2 level of theory.

Results
The calculations show that the MHn systems have shorter
M-H bonds when placed inside the C60 cage than as isolated
molecules. All supersystems turn out to be local minima,
having all harmonic frequencies real. The M-H bonds are
significantly shorter when the MHn species are placed inside
the C60 cage, and the H-H bonds in the H2 moieties are
much longer than in a H2 isolated molecule.

The M-H and H-H bond distances are reported in Table
1. In general the M-H bond distances become about 0.15
Å shorter when the MHn cluster is inside the fullerene than
when it is an isolated molecule.

ZrH4 has a tetrahedral structure both as an isolated
molecule and in C60. The Zr-H bond distance is 1.86 Å in
an isolated ZrH4 molecule and 1.70 Å in ZrH4@C60. In
ZrH4@C60 (Figure 1) the carbon-hydrogen distances vary
between 1.69 and 2.63 Å. The infrared spectrum of ZrH4 in
solid argon has been observed by Chertihin and Andrews.13

They measured an antisymmetric stretching frequency of
1623.6 cm-1. Our calculation on isolated ZrH4 gives a value
of 1648.4 cm-1 in the harmonic approximation. The same
mode for ZrH4@C60 is calculated to be 1119.5 cm-1.

Isolated ScH15 has one Sc-H σ bond (1.86 Å) and seven
Sc-H2 bonds (2.00-2.22 Å). In C60, ScH15 undergoes a
significant structural rearrangement: the Sc atom is not at
the center of the fullerene cage, surrounded symmetrically
by the hydrogen atoms, as one might expect. Instead, the
hydrogen atoms are all on one side of the Sc atom, and the
Sc-H bonds are in the center of the fullerene cage (Figure
2). The Sc-H σ bond reduces to 1.74 Å and the Sc-H2

bonds to 1.78-1.89 Å.
As already mentioned, our calculations predict isolated

ZrH16 not to be stable and, instead, exist as ZrH12 and 2H2.
ZrH12 has four Zr-H σ bonds of 1.88 Å and four Zr-H2

bonds of 2.13 Å. In C60, ZrH16 is bound (Figure 3), and it
has two Zr-H σ bonds of 1.75 Å and seven Zr-H2 bonds
of 1.83 Å. The H-H bonds are longer than in an isolated
H2 molecule (0.82 Å compared with 0.77 Å).

ZrH4@C60, ScH15@C60, and ZrH16@C60 have all harmonic
frequencies real. The calculated values of the frequencies
are available upon request.

In all cases, placing the MHn cluster inside a fullerene
cage leads to a significant shortening of the M-H bond

Table 1. Typical Bond Distances (Å) for the MHn Speciesa

M-H(σ) M-H(H2) H-H(H2) H-C

ZrH4 1.859

ZrH4@C60 1.706 2.095-2.633

ScH15 1.865 2.018-2.232 0.806-0.861

ScH15@C60 1.739 1.775-1.891 0.802-0.875 1.848-2.643

ZrH16 1.871-1.882 2.124-2.136 0.827-0.829

ZrH16@C60 1.753 1.807-1.853 0.807-0.917 1.841-2.635
a M-H(σ) is the distance between M and a nonbound H atom.

M-H(H2) is the distance between M and H in a H2 molecule. H-H is
the distance in the H2 moiety. See Figures 1-3.

Figure 1. The structure of ZrH4@C60.

Figure 2. The structure of ScH15@C60.
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distances. The large clusters (ScH15 and ZrH16) change from
a M-H nonbonding situation (the M-H bond distances are
larger than 2 Å) to a bonding situation (the bond distances
are about 1.8 Å). One possible explanation for the structural
rearrangement is that the fullerene repels the electrons of
the metal-polyhydride cluster and pushes the cluster as far
as possible from its surface, i.e., toward the center of the
sphere. One may have expected that the metal-hydride
cluster would break the fullerene cage, but this does not seem
to be the case.

The reason for the polarization of the ScH15 cluster in C60

is not clear to us. One possibility is the formation of a dipole
that can interact favorably with the polarizability of the C60

unit. This could be the case if the energy difference between
the symmetric and the polarized structure is small. For the
isolated clusters the polarized structure (Sc on the side) has
a dipole moment of ca. 3.95 D, while the symmetric structure
has a dipole moment of 1.87 D.

As previously mentioned, ScH15 is an “18-electron”
species, while ZrH16 is a “20-electron” species. Even if the
results are not reported here, structural optimization had also
been performed for TiH14@C60 and ZrH14@C60, as other “18-
electron” species, and they also are bound local minima.

Up to now it has been shown that the MHn systems here
considered are more compact when placed inside a C60 than
as isolated molecules. The next step is trying to understand
if these systems are energetically stable inside C60. Ther-
modynamical stability implies these species to be lower in
energy than other isomers of the same molecules. In the
ZrH4@C60 case, we considered two other isomers besides
the one previously discussed (Figure 1): the first isomer is
a Zhao12-style ZrH4@C60 species, with ZrH4 attached to the
external C60 surface (structure A), and the other isomer has
ZrH4 inside the C60, but close to the C60 internal surface in
order that one H atom is van der Waals bonded to C60

(structure B). Both structures A and B are significantly higher
in energy (more than 150 kcal/mol) than the original
ZrH4@C60 structure (Figure 1). The optimization of A leads
to separated ZrH4 and C60 fragments, while the optimization
of B leads to the original ZrH4@C60 structure (Figure 1).
These results confirm the original ZrH4@C60 isomer to be a
global minimum.

Kinetic stability of these systems, on the other hand, would
imply that they are stable with respect to one or more
dissociation pathways. Possible ways of forming/dissociating
the supermolecular systems were investigated. It seems

unfeasible to ‘put’ an already formed metal-hydride inside
a fullerene cage. Simple energetic balances (differences
between calculated electronic energies) show that the forma-
tion of ZrH4@C60 from ZrH4 and C60, for example, is highly
endothermic and requires about 100 kcal/mol of energy,
allowing for both the zero point vibrational energy and the
basis set superposition error corrections (less than 2 kcal/
mol). An alternative and, probably more realistic route, would
consist of inserting the metal and molecular hydrogen into
a fullerene. The formation of the MHn species might then
occur directly inside C60. The formation of ZrH4@C60 from
a Zr atom, two H2 molecules, and C60, for example, is about
10 kcal/mol exothermic and thus energetically much more
favorable than the above reaction. This energetic balance has
been estimated as the difference between the electronic
energy of ZrH4@C60 minus the electronic energy of one Zr
atom in its triplet state and the energy of two H2 molecules,
allowing for both the zero point vibrational energy and the
basis set superposition error corrections.

We also considered the possibility of forming metal-
hydride clusters inside a nanotube, and we studied, as a
model example, a system formed by two TiH16 clusters inside
a single wall nanotube (9,0) which was closed with two
partial fullerenes at the two extremities, C114 (Figure 4). The
system turned out to be stable with all real harmonic
frequencies. One of the TiH16 clusters inside the nanotube
evolved to TiH12 + 2H2, while the other one remained bound.
A third TiH16 cluster, on the other hand, does not fit inside
C114, and some hydrogen atoms bind to the internal surface
of C114.

Conclusions
Quantum chemical calculations have shown that metal-
hydride molecules are more compact when they are placed
inside a fullerene cage than when they are isolated molecules.
Species such as ZrH4@C60, ScH15@C60, and ZrH16@C60 exist
and have very short metal-hydrogen bonding. These results
pose several questions. First of all it is important to find a
synthetic route to make hydrogen-metal clusters inside the
fullerene. It might be possible to insert the metal and
molecular hydrogen into a fullerene. The formation of the
MHn species might then occur directly inside C60. This study
indicates that the MHn@C60 supersystems require a large
amount of energy to be made, but once they are synthesized,
they may have a chance to be stable.

Figure 3. The structure of ZrH16@C60. Figure 4. The structure of two TiH16 inside C114.
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An alternative route, probably easier from the synthetic
point of view, would be to synthesize the clusters inside
nanotubes, instead of fullerenes. The calculations have shown
that two TiH16 clusters are stable inside a (9,0) bicapped
nanotube, C114. A general question that we pose is the
following: is it possible to make also other species inside a
fullerene. Preliminary results indicate that also CH4@C60 is
stable. Can we make clusters with a larger number of
hydrogen atoms? It seems evident from the present study
that metal-polyhydride clusters have indeed a chance to exist
inside a fullerene cage and a nanotube, and this approach
may represent a conceptually new way of synthesizing,
stabilizing, and storing metal-polyhydrides.
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Abstract: A popular strategy for simulating large systems where quantum chemical effects are

important is the use of mixed quantum mechanical/molecular mechanics methods (QM/MM).

While the cost of solving the Schrödinger equation in the QM part is the bottleneck of these

calculations, evaluating the Coulomb interaction between the QM and the MM part is surprisingly

expensive. In fact it can be just as time-consuming as solving the QM part. We present here a

novel real space multigrid approach that handles Coulomb interactions very effectively and

implement it in the CP2K code. This novel scheme cuts the cost of this part of the calculation

by 2 orders of magnitude. The method does not need very fine-tuning or adjustable parameters,

and it is quite accurate, leading to a dynamics with very good energy conservation. We exemplify

the validity of our algorithms with simulations of water and of a zwitterionic dipeptide solvated

in water.

Introduction
The rapid growth of computer technology has drastically
changed the way in which molecular simulations and
quantum chemical calculations are used to shed light on the
driving forces of chemical reactivity in complex environ-
ments. However, the computational treatment of quantum
systems made of several hundreds/thousands of atoms is still
challenging,1,2 especially if long simulation times are re-
quired. One of the currently followed strategies is the
development of linear scaling quantum mechanical (QM)
methods.3-9 However, even with present-day hardware and
the most efficient linear scaling method, it is not possible to
study with fully ab initio methods many of the complex
systems that are of current interest in biology and nanotech-
nology. An alternative approach is to employ multiscale
quantum mechanics/molecular mechanics (QM/MM) schemes.
They are particularly useful whenever a chemical reaction

involves atoms in a small region, usually labeled QM. The
QM part is treated with ab initio methods. The rest of the
system, usually labeled MM, is instead treated with a less
computationally expensive theory, generally molecular me-
chanics. Since the pioneering work of Warshel and Levitt,10

the use and calibration of these techniques applied to the
study of chemical reactivity has increased enormously.11-18

Several quantum mechanics programs have been adapted to
perform hybrid QM/MM simulations,14,17,19-21 using either
semiempirical,20,22 ab initio Hartee-Fock,19 post Hartree-
Fock,23 or DFT Hamiltonian.14,17,19,24,25

The study of chemical reactions in condensed phases is
computationally demanding, owing not only to the size of
the simulating system but also to the large degree of
configurational sampling necessary to characterize a chemical
reaction. This places severe demands on the efficiency of
the implementation of any QM/MM scheme. Two main
bottlenecks can be identified in such calculations: one
concerns the evaluation of the QM energy and derivatives,
while the other is associated with the evaluation of the
electrostatic interaction between the QM and the MM part.
In this respect we can identify two classes of codes, those
based on Gaussian-type orbitals (GTOs) to represent both
the wave function and the charge density26,27and those using

* Corresponding author fax:+41919138817; e-mail: teodoro.laino
@sns.it. Corresponding author address: Computational Sci-
ence, DCHAB, ETH Zurich, USI Campus, Via Giuseppe Buffi
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grids in real space to represent the charge density.1,28,29The
latter encompasses both codes fully based on plane waves
(PWs) and the more recent mixed approaches based on
Gaussian plane waves (GPWs). It is on this second class of
algorithms that our paper is focused.

For localized basis sets (GTOs), the use of an efficient
prescreening technique is imperative in order to avoid the
quadratic construction of the one-electron QM/MM Hamil-
tonian matrix. For nonlocal basis sets (PWs), if the interaction
is evaluated analytically, the computational price is propor-
tional to the number of grid points times the number of MM
atoms. Surprisingly the evaluation of the QM/MM electro-
static interaction, for the latter scheme, requires between 20%
and 100% of the time needed by the QM calculation, this
despite the use of sophisticated hierarchical multipole (HMP)
methods24 or of clever implementations based on electrostatic
cutoffs.17 Furthermore these techniques require a fine-tuning
of parameters to yield optimal performance and lead to a
loss of accuracy that makes error control difficult.

The aim of this work is to describe a new implementation
of the QM/MM coupling term that avoids the use of any
hierarchical method or multipole technique. This novel
scheme is based on the use of multigrid techniques in
conjunction with the representation of the Coulomb potential
through a sum of functions with different cutoffs, derived
from the new Gaussian expansion of the electrostatic
potential (GEEP for short). The QM/MM driver is based on
the quantum mechanical program Quickstep and the molec-
ular mechanics driver FIST (both part of the CP2K package).

The overall speedup is of 1-2 orders of magnitude with
respect to other PW-based implementations of the QM/MM
coupling Hamiltonian.14,17The lack of tuning parameters and
electrostatic cutoffs makes this implementation a totally free
parameter scheme, once the cutoff of the finest grid level
has been specified. Consequently, very stable simulations
can be obtained with optimal energy conservation properties.

We test the present implementation by computing the pair
correlation function of quantum water in classical water and
the pair correlation function of a zwitterionic dipeptide in
classical water. Both tests address the correctness of the new
coupling scheme.

Wave Function Optimization
We establish our implementation on the use of an addi-
tive11,12,30 QM/MM scheme, where the total energy of the
molecular system can be partitioned into three disjoint
terms

whereEQM is the pure quantum energy,EMM is the classical
energy, andEQM/MM represents the mutual interaction energy
of the two subsystems. These energy terms depend para-
metrically on the coordinates of the quantum nuclei (rR) and
classical atoms (r a).

The quantum subsystem is described at the density
functional theory (DFT) level, exploiting the Quickstep31

algorithm. This is based on the expansion of the Kohn-
Sham orbitals in GTOs and on the use of an auxiliary PW

basis set to evaluate the Coulomb interactions31-33 and is
included in the CP2K package.1 Although the program has
not been optimized to yield order N scaling for large systems,
it is extremely fast and efficient in comparison with
conventional DFT Gaussian or plane wave schemes for
medium/large molecules. An extensive review of technical
details and performance regarding Quickstep can be found
in previous work.31,34

The classical subsystem is described through the use of
the MM driver called FIST, also included in the CP2K
package. This driver allows the use of the most common
force fields employed in molecular mechanics simula-
tions.35,36

The interaction energy termEQM/MM contains all non-
bonded contributions between the QM and the MM sub-
system, and in a DFT framework we express it as

wherer a is the position of the MM atom a with chargeqa,
F(r ,r R) is the total (electronic plus nuclear) charge density
of the quantum system, andVVdW(r R,r a) is the van der Waals
interaction between classical atom a and quantum atomR.
The implementation of the electrostaticEQM/MM term poses
serious theoretical and technical problems, related to both
its short-range and its long-range behavior. An important
issue, connected with the short-range behavior, is related to
the so-calledelectron spill-outproblem. In classical calcula-
tions the atoms are normally represented by a simple point
charge. Whenever electrons of a QM atom come very close
to the core of a classical atom, the electrons can be trapped
into the pointlike classical potential energy source. The use
of diffuse basis sets (or of plane waves) can enhance this
behavior. A natural solution to this problem is to represent
MM atoms with a finite width density of charge in the
interaction with QM atoms. This width will be dependent
on the atom type and can be expected to be similar to the
covalent radius of the atom. The recently proposed imple-
mentation17 describes the short-range interactions accurately,
employing a pseudopotential-like approach to remedy the
unphysical problem of overpolarization that arises when MM
atoms are in close contact with the QM region.

To handle properly the short-range interaction we decided
to use, rather than the functional form introduced by Laio et
al.,17 the following expression for the classical potential

whererc,a is an atomic parameter, close to the covalent radius
of the atom a. This function is the exact potential energy
function originated by a Gaussian charge distributionF(r ,r a)
) (1/xπ* rc,a)3 exp(-(|r - r a|/rc,a)2) and is commonly
employed in the Ewald summation techniques. Moreover,
the expression in eq 3 has the desired property of tending to
1/r at large distances and going smoothly to a constant for

EQM/MM(rR,ra) ) ∑
a∈MM

qa∫F(r ,rR)

|r - ra|
dr + ∑

a∈MM
R∈QM

VVdW(rR,ra)

(2)

Va(r ,ra) )
Erf(|r - ra|

rc,a
)

|r - ra|
(3)

ETOT(rR,ra) ) EQM(rR) + EMM(ra) + EQM/MM(rR,ra) (1)
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smallr. In the contest of QM/MM calculations,37,38 the MM
charges have been Gaussian smeared as a means to repair
the broken covalent bonds at the QM/MM boundaries. In
contrast here, we do not address the issue of treating QM/
MM regions crossed by a covalent bond, and the smearing
of all MM charges is exploited in order to prevent the spill-
out problem and to accelerate the calculation of the electro-
static interactions.

Due to the Coulomb long-range behavior, the computa-
tional cost of the integral in eq 2 is surprisingly large. When
using a localized basis set like GTOs, the most natural way
to handle this term is to modify the one-electron Hamiltonian
by adding to it the contribution of the MM classical field

φµ andφν being Gaussian basis functions andqa the atomic
charge of classical atom a with coordinatesr a. In this case
a suitable prescreening procedure has to be applied for the
integral evaluation, to effectively compute only the nonzero
terms and thus avoiding the quadratically scaling construction
of the core Hamiltonian with respect to the number of
elements of the basis set. When using a fully delocalized
basis set like PWs, on the other hand, the QM/MM
interaction term is evaluated by modifying the external
potential and collocating on the grid nodes the contribution
coming from the MM potential. Unfortunately the number
of operations that a direct evaluation of eq 2 requires is of
the order ofNuNMM, whereNu is the number of grid points,
usually of the order of 106 points, andNMM is the number of
classical atoms, usually of the order of 104 or more in systems
of biochemical interest. It is evident that in a real system a
brute force computation of the integral in eq 2 is imprac-
tical.

GEEP: Gaussian Expansion of the QM/MM
Electrostatic Potential
The key to our method is the efficient decomposition of the
electrostatic potential in terms of Gaussian functions with

different cutoffs. The most general representation of the
electrostatic potential eq 3 in terms of Gaussian functions
with different cutoffs is

where the smoothed Coulomb potential is expressed as a sum
of Ng Gaussian functions and of a residual functionRlow.
The Ag are the amplitudes of the Gaussian functions, and
Gg are their width. If the parametersAg andGg are properly
chosen, the residual functionRlow will be smooth, i.e., its
Fourier transform will have a compact domain for very small
g vectors, and will be approximately zero forg . Gcut. The
Gcut parameter is related to the spacing of the grid on which
the Rlow function will be mapped. We performed the fit of
eq 5 by a least-squares approach in Fourier space, using the
analytical expression of theg-representation of the modified
electrostatic potential:39

In Figure 1 we show the result of the fitting procedure in
G-space withrc,a) 1.1 Å, comparing the Fourier components
of the modified Coulomb potential with the Fourier com-
ponents of the residual functionRlow. In this case the compact
support ofRlow is truncated atGcut ≈ 1.0 which should be
compared with the value ofGcut ≈ 3.0 needed to achieve
the same accuracy when usingVa(r ,r a). This implies that the
residual function can be mapped on a grid with a spacing 1
order of magnitude bigger than the one required to map the
Va function.

In Figure 1 we show the same result of the fit in real space,
and in Table 1 we provide coefficients for selected values
of rc,a.

The advantage of this decomposition scheme is that grids
of different spacing can be used to represent the different

Figure 1. On the left: Gaussian expansion of the electrostatic potential (GEEP). The picture shows the components of the fit
for the value rc,a ) 1.1 Å. On the right: Fourier transform of the potential in eq 3 (in red) and Fourier transform of the residual
function Rlow in eq 5 (in green). For this particular case (rc,a ) 1.1) we can define for the residual function a Gcut ≈ 1.0.

H QM/MM
µν ) -∫φµ(r ,rR) ∑

a∈MM

qa

|ra - r |
φν(r ,rR)dr (4)

Va(r ,ra) )

Erf(|r - ra|
rc,a

)
|r - ra|

) ∑
Ng

Ag exp(-(|r - ra|
Gg

)2) +

Rlow(|r - ra|) (5)

ṽa(g) ) [4π
g2] exp(-

g2rc,a
2

4 ) (6)
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contributions toVa(r ,r a). In fact, the evaluation of a function
on a grid relies on the assumption that the grid spacing is
optimally chosen on the basis of its Fourier transform
spectrum. Writing a function as a sum of terms with compact
support and with different cutoffs, the mapping of the
function is achieved using different grid levels, in principle
as many levels as contribution terms, each optimal to describe
the corresponding function. In our case, sharp Gaussians
require fine grids, while coarser grids are necessary for the
smoothest components. In addition the Gaussians can be
truncated beyond a certain threshold value, which makes the
collocation of the Gaussians on the grid a very efficient
process.

The problem of mapping a noncompact function on a fine
grid is then converted into the mapping ofNg compact
functions on grids with cutoffs lower or at least equal to the
fine grid, plus a noncompact very smooth functionRlow

mapped on the coarsest available grid. The sum of the
contributions of the several grids, suitably interpolated, will
be approximately equal to the function mapped analytically
on the fine grid within errors due to the interpolation
procedure.

Multigrid Framework
Multigrid methods are well-established tools in the solution
of partial differential equations.40,41 In the present imple-
mentation multigrid techniques are employed to combine
functions with different cutoffs, i.e., represented on different
grid levels.

Let us start by considering two grids, a coarse gridC with
Nc points and a fine gridF with Nf points, whose grid-level
is k-1 andk, respectively. Theinterpolationoperator

is by definition a transfer operator of a low cutoff function
to a grid with a higher cutoff. The extension of the function
to more points requires some regularity assumptions on its
behavior. Two limiting cases can be identified:C1 andC∞,
which can be handled with a simple linear interpolation
scheme and with aG-spaceinterpolation, respectively. If
the function isC∞, as in the case of a Gaussian, it is normally
better to use an interpolator that assumes a high regularity.
This ceases to be true once a collocation threshold is defined
for the mapping of the Gaussians. In fact, the function on
the grid becomes less regular, and an interpolation of a lower

order might perform better. Another reason to avoid G-space
interpolation comes from the fact that periodic boundary
conditions with respect to the QM grid cannot be applied to
the QM/MM potential. This makes the normal G-space
interpolation unsuitable for our purpose. Thus we preferred
to use an interpolation based on splines working entirely in
real space unlike the scheme exploited by Yarne16 et al. that
relies on the use of splines in G-space. Moreover, the coding
and the parallelization in real space is easier due to the use
of commensurate grid levels and in our hands more efficient
than working in G-space. For simplicity we use a set of
commensurate grids, in which all the points of the coarse
grid are points of the fine grid. Moreover, the number of
points in each direction doubles going from the coarse to
the fine grid level immediately above (Nf ) 8Nc in 3D). In
the case of 1D space, the interpolation operator can be
defined as

where for the points away from the borderT(i,n) )
N3(n-i/2) andS(i,j) ) N3(j-i), with N3 being the charac-
teristic B-spline function of order 3.42 The border was treated
as a nonuniform B-spline. Higher dimensional spaces can
be treated using the direct product of the transformation along
the single dimensions. The opposite operation, therestriction
Jk

k-1, is defined through the condition that the integral of
the product of a function defined on the coarse grid with a
function defined on a fine grid should give the same result
both on the fine and on the coarse grid. Thus the restriction
is simply the transpose of the interpolation

UsingNgrid grid levels and choosing the finer and coarser
grid levels in order to treat correctly the sharpest and
smoothest Gaussian components, respectively, we can achieve
good accuracy and performance.

QM/MM Energy
The QM/MM electrostatic energy within DFT can be
expressed with the following equation

whereVQM/MM is the electrostatic QM/MM potential evalu-
ated on the finest grid, the same on which the final QM total
density is evaluated. The overall description of the algorithm
used to evaluate the QM/MM electrostatic potential on the
finest grid can be outlined as follows:

(1) Each MM atom is represented as a continuous Gaussian
charge distribution. The electrostatic potential generating
from this charge is fitted through a Gaussian expansion using
functions with different cutoffs, as shown in section 2.1.

(2) Every Gaussian function is mapped on one of the
available grid levels, chosen to be the first grid whose cutoff
is equal to or bigger than the cutoff of that particular
Gaussian function. Using this collocation criterion, every

Table 1. Amplitudes and Coefficients of the Optimal
Gaussian Functions as Derived by the Fit

radius rc, a ) 1.1 Å radius rc, a ) 0.44 Å
no. of

Gaussians Ag (au) Gg (bohr) Ag (au) Gg (bohr)

1 0.103103 4.243060 0.230734 1.454390
2 0.125023 2.966300 0.270339 1.094850
3 0.098613 2.254250 0.075855 4.906710
4 0.190667 0.883485
5 0.173730 1.965640
6 0.127689 2.658160
7 0.095104 3.591640

I k-1
k :C f F (7)

I k-1
k (i,j) ) ∑

n

T(i,n)S-1(n,j) (8)

Jk
k-1(i,j) ) [I k-1

k (i,j)]T ) ∑
n

S-1(i,n)T(n,j) (9)

EQM/MM(rR,ra) ) ∫drF(r ,rR)VQM/MM (r ,ra) (10)
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Gaussian will be represented on the same number of grid
points irrespective of its width. In practice a sub mesh of
size ≈ 25 × 25 × 25 suffices for an optimal Gaussian
representation. Moreover, once a collocation threshold is
defined, the Gaussian can be considered a compact domain
function, i.e., it is zero beyond a certain distance, usually
called a Gaussian radius. Thus only MM atoms embedded
into the QM box, or close to it, will contribute to the finest
grid levels, as shown in Figure 2.

The result of this collocation procedure is a multi-
grid representation of the QM/MM electrostatic potential
Vi

QM/MM(r ,r a), where i labels the grid level, represented
by a sum of single atomic contributionsVi

QM/MM(r ,r a) )
∑a∈MMVa

i (r ,r a), on that particular grid level. In a realistic
system the collocation represents most of the computational
time spent in the evaluation of the QM/MM electrostatic
potential, that is around 60-80%.

(i) Afterward, the multigrid expansionVi
QM/MM(r ,r a) is

sequentially interpolated starting from the coarsest grid level
up to the finest level. The QM/MM electrostatic potential
on the finest grid level can then be expressed as

whereVi
QM/MM(r ,r a) is the electrostatic potential mapped on

grid level i, and I k-1
k is the interpolation operator in real

space. This operation does not depend on the number of MM
atoms but only on the number of grid points, i.e., on the
cutoff used in the calculation and on the dimensions of the
QM box. For realistic systems the computational cost is
around 20-40% of the overall cost of the evaluation of the
QM/MM electrostatic potential.

Using the real space multigrid technique together with the
GEEP expansion, the prefactor in the evaluation of the QM/
MM electrostatic potential has been lowered fromNf*Nf*Nf

to Nc*Nc*Nc, whereNf is the number of grid points on the
finest grid andNc is the number of grid points on the coarsest

grid. The computational cost of the other operations for
evaluating the electrostatic potential, such as the mapping
of the Gaussians and the interpolations, becomes negligible
in the limit of a large MM system, usually more than 600-
800 MM atoms.

Using the fact that grids are commensurate (Nf/Nc )
23(Ngrid-1)), and employing for every calculation 4 grid levels,
the speed-up factor is around 512 (29); this means that the
present implementation is 2 orders of magnitude faster than
the direct analytical evaluation of the potential on the grid.
The number of grid levels that can be used is limited by
two technical factors. The first is that the coarsest grid needs
to have at least as many points per dimension as the ones
corresponding to the cutoff of the residual functionRlow in
order to perform the interpolation/restriction in an efficient
manner. The second limitation is due to the constraint of
using commensurate grid levels. The more grid levels are
required in the calculation, the more the finest grid level
cutoff will increase. This leads to an increment in memory
requirements and to an unnecessary precision when handling
the higher cutoff grids. Usually it is a combination of cutoff
and grid levels that provides maximum efficiency. The two
parameters can be chosen by checking that the coarsest grid
level has no more than 5-10 grid points per dimension
within the specified cutoff for the finest grid. Following the
previous rule, the number of operations required for the direct
evaluation of eq 2 is of the order ofN*100*NMM, whereN
is an integer between 1 and 10, andNMM is the number of
classical atoms.

QM/MM Energy Derivatives
The evaluation of the QM/MM derivatives on classical atoms
are obtained by taking the derivative of eq 10 with respect
to the classical atomic positionsr a. These are given by

Figure 2. Schematic representation of the collocation procedure. Two MM atoms and three grid levels have been depicted.
The circles (in the first and second grid levels) are the collocation regions of the Gaussian centered on the two MM atoms.
Atoms whose distance from the QM box is greater than the Gaussian collocation radius do not contribute to the potential on that
grid level. However, all atoms contribute to the coarsest grid level through the long-range Rlow part.

∂EQM/MM(rR,ra)

∂a
) ∫drF(r ,rR)

∂VQM/MM(r ,ra)

∂ra
(12)

VQM/MM(r ,ra) ) ∑
i)coarse

fine

∏
k)i

fine-1

I k-1
k Vi

QM/MM(r ,ra) (11)
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The integral evaluation can be divided into terms deriving
from the different grid levels

where theV fine
i,QM/MM labels the potential term on the finest

grid level coming from the corresponding grid leveli.
Using the multigrid expression for termsV fine

i,QM/MM )
∏ k)i

fineI k-1
k Vi

QM/MM, the derivatives on MM atoms can be
written as

In the previous equation the property that the interpolation
operator is equal to the transpose of the restriction operator
(and vice versa) was used. The MM derivatives are then
evaluated applying the restriction operator to the converged
QM F(r ,r R). This leads to a multigrid expansion of the
density, and each integral is evaluated on the appropriate
grid level. The overall derivative is the sum of the contribu-
tions of the different grid levels.

We now consider the forces on the QM atoms. Ifnc
R(r ) is

the Gaussian density used to represent the core charge
distribution of theRth quantum ions and labeling withPµν

the µν element of the density matrix in the Gaussian basis

set {φµ}, the derivatives on quantum ions due to the QM/
MM interaction potential are

where Vµν
QM/MM ) ∫drφµ(r ,r R)VQM/MM(r ,r a)φν(r ,r R) is the

QM/MM Hamiltonian interaction term in the Gaussian basis
set{φµ}. The first term is the so-called Pulay term43 and is
present because of the atom position dependent basis set.31

The evaluation of the gradients on QM atoms is relatively
inexpensive compared to a full quantum calculation. All
considerations raised in section 3, regarding the scaling of
the present scheme in the evaluation of the QM/MM
potential, remain valid in the evaluation of the forces on
classical atoms.

The calculation of the forces within the present imple-
mentation has been compared with the calculation of the
forces using the method published elsewhere,17 which is a
QMMM of the CPMD code.28 Comparison with the CPMD-
QMMM code is complicated by the fact that in this last
scheme17 a multipolar expansion is used for the long-range
part of the QM/MM electrostatic coupling, leading to
inaccuracies. For this reason we compare only forces on
atoms of the first MM solvation shell, which are treated
exactly also in the CPMD-QMMM code. The realistic
problem was made up of 215 classical SPC44 water molecules
and 1 QM water molecule. Although the system size is

Figure 3. Relative errors on derivatives evaluated with the different functional form of eq 3 implemented in CPMD code and the
new scheme implemented in CP2K. The average relative error is 0.01%.

∂EQM/MM(rR,ra)

∂rR

) ∑
µν

(∂Pµν

∂rR
)Vµν

QM/MM +

2∑
µν

Pµν ∫ dr(∂φµ(r ,rR)

∂rR
)Vµν

QM/MM(r ,ra)φν(r ,rR) +

∫dr(∂nc
R(r ,rR)

∂rR
)Vµν

QM/MM(r ,ra) (15)

∂EQM/MM(rR,ra)

∂ra

) ∑
i)coarse

fine ∫drF(r ,rR)
∂V fine

i,QM/MM(r ,ra)

∂ra

(13)

∂EQM/MM(rR,ra)

∂ra

)

∑
i)coarse

fine ∫drF(r ,rR) ∏
k)i

fine-1

I k-1
k

∂Vi
QM/MM(r ,ra)

∂ra

)

∑
i)coarse

fine ∫dr [ ∏
k)i+1

fine

Jk
k-1]F(r ,rR)

∂Vi
QM/MM(r ,ra)

∂ra

(14)

Multigrid QM/MM Electrostatic Coupling J. Chem. Theory Comput., Vol. 1, No. 6, 20051181



relatively small, the number of molecules present is com-
parable to the number of molecules normally treated exactly
in CPMD-QMMM. In Figure 3 we show the relative error
between the previous and the present implementations. The
highest relative errors (less than 1.0%) correspond to forces
that have small modules (e10-3 au). The average relative
error is≈0.01% with a speed-up in the energy and derivative
evaluation of a factor of 40 wrt the CPMD.

An important benchmark for QM/MM codes that are
aimed at molecular dynamics (MD) simulation is their ability
to conserve energy. The system studied was composed of 3
water molecules (2 MM and 1 QM for the QM/MM run)
previously equilibrated at 400 K. The simulation time was
1 ps, and results are shown in Figure 4. For comparison the
energy of the pure classical and the quantum run are shown
in the same picture. No drift is observed during 1 ps of
simulation. We also show the potential energy during the
simulation, whose oscillation is≈3 orders of magnitude
bigger than the total energy oscillation.

Results and Discussion

Consistently with checks done in previous work,17,24we test
the accuracy of our implementation by computing the pair
correlation function of a QM system embedded in a classical
solvent. As found elsewhere,17 the smoothing radius plays
an important role in determining the bond properties of the
system, and the choice of this parameter can have dramatic
effects on pair correlation functions. The use of a different
functional form (cf. eq 3 with eq 3 of Laio et al.17) forced
us to reparametrize therc,a.

For the classical water molecules, the cutoff radiirc,a were
chosen in order to reproduce the coordination number and
the main peaks of the classical SPC water pair correlation
function. A system of 2560 water molecules (2559 classical
SPC water and 1 quantum water) in a cubic box, subject to
periodic boundary conditions, was investigated. The system
was previously equilibrated atF ) 1 g/cm3, T ) 298 K.
One SPC water molecule was then replaced by a QM water

Figure 4. On the left: energy conservation of a system composed of 3 water molecules equilibrated at 400 K during 1 ps of
simulation. The red line shows the total energy for the QM/MM run, the green line represents a pure classical run, and the blue
line shows a pure quantum run. The total energies have been shifted for better visualization. No drift is observed, and all energy
conservations are consistent. On the right: potential energy during the same run. Its variation is 3 orders of magnitude larger
than the total energy variation.

Figure 5. H-O and O-O pair correlation functions for QM water. QM/MM values are compared with the full classical SPC
calculation. The QM/MM calculations are performed with rc,a equal to 1.2 Å for oxygen and 0.44 Å for hydrogen. The quantum
box and the classical box employed in the simulation have a cube box size of 10.0 Å and 42.0 Å, respectively. The roughness
of the QM/MM curve is due to the much shorter simulation time. The bin size for the evaluation of the pair correlation function
is of 0.2 Å.
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molecule. GTH pseudopotentials45 were used to describe the
core charge distribution, and B-LYP exchange-correlation
density functional46,47 was employed in all the calculations,
in conjunction with a cell plane-wave cutoff ofEcut ) 280
Hartee. Several runs, with different values of the radius
parameterrc,a, were performed. The optimized radii are 0.44
Å for hydrogen and 1.20 Å for oxygen and allow the full
classical SPC pair correlation function to be reproduced, as
shown in Figure 5. Due to the different functional form of
eq 3, the optimal values found with our implementation are
different from the ones previously published.17

To test the transferability of therc,aparameters determined
for water, we also evaluated the pair correlation function of
a QM dipeptide (GLY-ALA) zwitterion solvated in 3352
SPC water. We aimed at reproducing the pair correlation
function obtained with the AMBER force field.36 The pair
correlation functions obtained with the present QM/MM
implementation are indeed extremely close to the full
classical results (see Figure 6).

Conclusions
We have presented an algorithm for evaluating the QM/MM
coupling term with a fast linear scaling implementation. The
main result is the dropping of the prefactor in the linear
scaling, with a gain in the number of floating point operations
proportional to 23(Ngrid-1), whereNgrid is the number of grid
levels used in the multigrid framework. The evaluation of
the electrostatic potential on a grid is proportional to the
number of MM atoms times the number of grid points. In
real systems the linear scaling evaluation of the potential is
therefore characterized by a prefactor≈ 106. In this scheme
the prefactor is instead≈ 103. The number of floating point
operations is reduced several orders of magnitude, and the
computational time is 10-100 times smaller.

The algorithm is now implemented in the package CP2K,
released under GPL license, and freely available on the

Internet.1 The scheme was validated by checking the energy
conservation, and for a realistic system numerical accuracy
was verified by comparing the forces with the analytical
method, with a mean relative error of 0.01%. In addition,
we computed the pair correlation function of a QM water
molecule in classical water and of a QM zwitterionic
dipeptide in classical water. The modified Coulomb interac-
tion and the multigrid approach reproduce correctly the
structural properties of a QM water molecule solvated in
classical water and the parameters obtained therein can be
used effectively to describe the properties of an organic
molecule containing both negatively and positively charged
moieties, as in the case of the zwitterion.

All tests address the correctness of results. The perfor-
mance analysis confirms the present algorithm as the state
of the art for the evaluation of QM/MM interaction coupling.
Moreover, at variance with the majority of present-day QM/
MM methods, our scheme does not rely on electrostatic
cutoffs and so avoids all related problems. Consequently,
the present method offers a fast, easy-to-use code for QM/
MM calculations of large biological and inorganic systems.
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Abstract: The systematic deletion of orbital interactions, using natural bond orbital (NBO) theory

at the B3LYP/ 6-311++G(3df,2p) level, provides validation for the anti-C-H/C-F* hypercon-

jugative interaction providing the backbone for the gauche preference of 1-fluoropropane (FP).

The FCCC torsional coordinate taking trans FP to gauche FP is predicted to be strongly

contaminated by CCC bending with the result that a large part of the trans f gauche stabilization

energy stems from mode coupling. The anti-C-H/C-F* hyperconjugative interaction is also

found to play a major, if not determining, role in the coupling. The results of Rydberg deletion

calculations suggest that Rydberg interactions play a role in NBO analysis, contrary to the usual

assumption that interactions involving Rydberg orbitals can be ignored.

I. Introduction
The term “gauche effect”1 is frequently used for the
counterintuitive conformational preference of polar group
1,2-disubstituted ethanes. The equilibrium conformer of 1,2-
difluoroethane (DFE), for example, is the gauche geometry
shown in Figure 1a, where the two fluorines are adjacent
(with a FCCF dihedral angle∼ 72°) to each other.2 The
gauche conformer is calculated to be approximately 0.8 kcal/
mol more stable than the metastable trans conformer, where
the fluorines are in anti orientation (Figure 1b). The gauche
preference is counterintuitive since dipole repulsions between
the polar C-F bonds and steric effects both favor the trans
conformation. The accepted explanation for the gauche
equilibrium geometry is based onσ hyperconjugation involv-
ing charge transfer from C-H electron donor bonds to C-F*
acceptor antibonds.2,3 This type of orbital interaction is
maximized when C-H bonds and C-F* antibonds are in
anti orientation to each other. The consequence of the
hyperconjugation model is that gauche conformational
preference will be highly expressed for 1,2-disubstituted
ethanes having two strongly electron-accepting substituents,
as in 1,2-difluoroethane. This brings up the question of
conformational preference in singly fluorine-substituted
ethanes. A particularly interesting category is the 2-substi-
tuted 1-fluoroethanes, where maximal donor-acceptor in-
teraction will depend on the C2-X substituent bond electron-

donating ability relative to both the C2-H bond and their
relative orientation. Rablen et al.4 carried out an extensive
study of the conformational preference and energetics of
several 2-substituted 1-fluoroethanes and, in particular for
the basic molecule, propane with a single fluorine substituent,
1-fluoropropane (FP; Figure 2). FP can be considered as a
2-substituted 1-fluoroethane with a methyl group in the 2
position. The conformational preference of FP is weakly
gauche (by only 0.4 kcal/mol or less). Although Rablen’s
computations suggest that electrostatic attraction between
fluorine and methyl strongly contributes to the gauche
preference, they were not able to unambiguously establish
the role of hyperconjugation. Since FP represents one of the
simplest molecules exhibiting the gauche effect, its origin
deserves detailed study for what it reveals about interactions
leading to structural preference. We do this by using a feature* Corresponding author. E-mail: goodman@rutchem.rutgers.edu.

Figure 1. 1,2-Difluoroethane conformers.
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of natural bond orbital (NBO) theory3,5 that allows the
hyperconjugative interactions to be switched off.

Dipole-dipole repulsion is usually invoked as the interac-
tion that forces the FCCF dihedral angle to 72° in DFE.6

However, a recently proposed alternate rationalization for
the >60° angle invokes both anti interactions, which
maximize near 60°, and cis interactions, which maximize at
a much larger dihedral angle.2 The absence of dipole-dipole
repulsion in FP provides an opportunity to further address
conformational determinants in fluorohydrocarbons. The>3
kcal/mol G-T barriers are sufficient to regard FP as a
semirigid molecule, but given the presence of several low
lying torsional modes, we are persuaded to examine the role
of mode coupling as a significant factor in determining the
gauche preference energetics.

Microwave and infrared experiments7 support FP’s gauche
conformational preference (Figure 2b) in accord with theo-
retical prediction.4 The microwave-determined trans-gauche
energy difference is 0.37 kcal/mol, larger than either the
DFT- or CCSD(T)-calculated difference, however. The
experimental barrier height (3.47 kcal/mol at the eclipsed
geometry) is in reasonable agreement with Rablen’s MP2
(3.89 kcal/mol) and our DFT calculations (given in the next
section). The microwave-spectroscopy-determined FCCC
dihedral angle is 62.6°, in close agreement with Rablen’s
calculated 62.2°, and in somewhat less agreement with our
slightly larger DFT value (Section II). Despite the reasonable
agreement between experiment and the levels of theory used
in ref 4 and in this study, interesting questions remain. Why
is the energetic preference for gauche over trans so much
higher in DFE than in FP, despite the absence of gauche
destabilizing dipole-dipole repulsion in FP? Rablen et al.
raised the possibility that the gauche conformational prefer-
ence actually could be largely due to electrostatic attraction
between the negatively charged fluorine and the C-H bond
of the methyl group in FP.4 However, a hyperconjugation
origin was not thoroughly investigated. In this paper, we will
examine this possibility in detail.

II. Torsional Potential Surface Landscape

The coordinate path between various conformers in FP can
be usefully probed by FCCC dihedral angle rotation from
0° (for syn) through 60° (gauche) and 120° (eclipsed) to 180°
(trans). Figure 3 shows the calculated8 fully optimized
potential surface in terms of the dihedral angle (solid curve).
Both geometry optimization and energies were calculated
at the B3LYP/ 6-311++G(3df,2p) level.8 The potential
surface landscape shows four features: a trans conformer
(Figure 2a) at 180°, 0.13 kcal/mol higher than the equilibrium
gauche conformer at 63.2° (Figure 2b), a prominent barrier
(3.23 kcal/mol) between the trans and gauche conformers at
the eclipsed geometry (119.9°; Figure 2c), and a still larger
eclipsed-syn geometry barrier at 0° (Figure 2d), 4.62 kcal/
mol above the gauche conformer. These are in qualitative
agreement with both Rablen et al.’s MP2/6-311++G**(6D)4

and Guirgis et al.’s MP2/6-311+G(2d,2p)7b single-point
calculations. However, the smaller DFT gauche preference
compared to that reported by Rablen’s4 0.28-0.38 kcal/mol
leads us to carry out additional calculations at different
correlation levels. These are given in Table 1. Our results
for single-point CCSD(T) calculations lead to an energy
difference between the gauche and trans conformers of 0.19
kcal/mol, somewhat larger than the B3LYP value. In

Figure 2. 1-Fluoropropane conformers.

Figure 3. Torsional potential energy curves for 1-fluoropro-
pane showing dependence on the F-C-C-C dihedral angle.
Fully relaxed rotation (solid curve); skeletal geometry frozen
at trans geometry (dashed curve).

Table 1. Energy of 1-Fluoropropane Conformers at
Various Calculation Levels

method
gauche

(Hartrees) transa eclipseda syna

HF/6-311++G(3df,2p) -217.194 033 0.016 3.70 4.99

B3LYP/6-311++G(3df,2p) -218.460 253 0.13 3.23 4.62

MP4/6-311++G(3df,2p)b -218.037 724 0.19 3.55 4.70

CCSD(T) /6-311++G(2d,p)b -218.035 210 0.19 3.53 4.67

MP2/6-311++G(3df,2p) -217.968 472 0.21 3.73 4.94

MP2/6-31+G(d)c 0.38 3.85 5.26

MP2/6-311++G**(6D)c,d 0.28 3.89 5.27
a Energy (kcal/mol) of fully optimized geometry relative to gauche

conformer unless otherwise noted. b Single-point calculations at
B3LYP/6-311++G(3df,2p) optimized geometry. c Rablen et al.4 d Sin-
gle-point energies at MP2/6-31+G(d).
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summary, these respectable high-level calculations lead to a
gauche preference of only 0.1-0.3 kcal/mol.

III. Coupling between Skeletal Motion and
FCCC Dihedral Rotation
The nonrotational skeletal relaxations accompanying FCCC
dihedral angle rotation are given in Table 2. Optimized
geometries for the gauche and trans conformers show that
the major skeletal relaxation between these conformers is
the 1.8° ∠CCC decrease accompanying gauchef trans
rotation. All other bond length and bond angle changes are
insignificant (<0.003 Å and<0.1°). However, there are
additional skeletal changes aside from the mentioned ones
at the barrier maxima, occurring for the syn and eclipsed
dihedral geometries; for example, the C2-C3 bond undergoes
significant (0.02-0.03 Å) lengthening. Insight into the role
that the nonrotational coordinates play in the potential surface
features, in particular for the transf gauche stabilization
energy and for the G-T barrier at the eclipsed geometry,
can be seen from two potential curves in terms of the FCCC
dihedral angle given in Figure 3, one with frozen trans
skeletal geometry (dashed curve), the other obtained from
global optimized geometries (solid curve).

The landscape of both curves closely resemble each other,
with three minima for 360° rotation and maxima at the 0°
and 120° F-C2-C3-C4 angles (see Figure 2). However,
there is a significant effect on the Tf G stabilization energy,
EG-ET. Frozen rotation essentially obliterates the weak
gauche preference, reversing the trans-gauche stabilization
energy from 0.13 kcal/mol, gauche-conformer-preferred (for
the fully optimized potential curve), to-0.014 kcal/mol, that
is, a slight trans conformer preference (Table 3). On the other
hand, the 3.2 kcal/mol fully relaxed transf gauche barrier
is only slightly increased. The largest energetic change is at
the syn geometry: from 4.6 kcal/mol (fully relaxed) to 5.3
kcal/mol (rigid rotation). We conclude that skeletal relax-
ation, that is, the nonrotational phase space of the transf
gauche reaction path, plays an important role in the FP

gauche preference. It is also a component of the syn barrier
that cannot be ignored.

To obtain further insight into the energetic consequences
of relaxation, we decompose the full skeletal relaxation into
two categories: (1) angular and (2) bond length relaxations.
The results, given in Table 3, show that it is the angular
ones that are primary.

Parsing of the skeletal angular relaxations, where only one
angle is allowed to relax from its trans description and the
other coordinates are frozen, is also given in Table 3. Partially
relaxed rotations allow insight into the roles that individual
internal coordinates play in trans-gauche energetics, and
Table 2 shows that the paramount angular relaxation is
∠CCC scissor opening. This motion represents the largest
amplitude oscillation in the 313 cm-1 gauche conformer
“scissor” vibrational mode, and Table 3 clearly demonstrates
that the coupling of dihedral torsion to this mode provides
the major relaxation effect on G-T energetics.

IV. Hyperconjugation Model
The link between hyperconjugation and the gauche effect
can be validated by removing all the electron charge transfers
from bonds and lone pairs to antibond NBOs and Rydberg
orbitals. The results of these single-point calculations at the
gauche, trans, eclipsed, and syn geometries are given in Table
4, and the potential curve at 10° FCCC dihedral angle
intervals is given in Figure 4. When all hyperconjugative
interactions are switched off (dashed curve in Figure 4), the
potential curve is inverted from that for the real molecule
(solid curve). There still are two energy minima, but these
occur at the eclipsed and syn geometries rather than at trans
and gauche, which are now maxima. Furthermore, the
B3LYP/6-311++G(3df,2p) energy of the gauche conformer
is 0.5 kcal/mol higher than that of the trans instead of lower;
the most stable structures are now syn and eclipsed, with
eclipsed the strongly preferred conformer. The important
conclusion: inversion of the potential curve from that of the
real molecule when hyperconjugation is deleted clearly
establishes that hyperconjugation is an essential part of the
machinery driving the FP gauche preference. An interesting
ancillary conclusion, not revealed in Table 4, is that the

Table 2. 1-Fluoropropane B3LYP/6-311++G(3df,2p)
Optimized Geometriesa

gauche (G) trans (T) eclipsed (E) syn (S)

Skeletal Coordinatesb

R(C-F) 1.400 1.398 1.401 1.399
R(C2-C3) 1.514 1.514 1.531 1.541
R(C3-C4) 1.528 1.530 1.529 1.531
∠F-C2-C3 110.44 110.37 110.60 111.86
∠C2-C3-C4 113.55 111.79 113.63 114.34
∠C2-C3-H8 107.24 108.74 106.96 108.86
∠F-C2-C3-C4 63.18 180.00 120.03 0.02

C-H Coordinates
R(C2-H5) 1.091 1.092 1.091 1.090
R(C2-H6) 1.093 1.092 1.092 1.090
R(C3-H7) 1.093 1.092 1.091 1.092
R(C3-H8) 1.094 1.092 1.092 1.092
R(C4-H9) 1.089 1.092 1.091 1.089
R(C4-H10) 1.090 1.090 1.090 1.090
R(C4-H11) 1.092 1.092 1.092 1.089

a See Figure 2 for conformer structure. b Bond lengths in Å, bond
angles in degrees.

Table 3. Relaxation Effects on the Conformer Energies
(kcal/mol)

relaxationa

EG-ET EE-ET ES-ET

fully relaxed -0.13 3.10 4.49
rigidb 0.014 3.42 5.28

partial relaxationc

all bond lengths -0.003 3.29 4.88
all bond angles -0.089 3.25 4.77
R(C2-C3) -0.013 3.29 4.88
∠C2-C3-C4 -0.094 3.35 4.92
∠C2-C3-C4 + R(C2-C3) -0.094 3.23 4.74
∠C2-C3-H8 -0.016 3.50 5.42
a Skeletal relaxation accompanying FCCC dihedral angle rotation.

b All skeletal coordinates are held at frozen trans geometry. c All other
skeletal coordinates are held at frozen trans geometry.
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energies of both the syn and eclipsed structures are less
affected by hyperconjugation deletion than those of the
gauche and trans.

The removal of only the geminal hyperconjugations (e.g.,
C2-H5/C2-F*) leaves the lowest-energy FP conformer
unchanged from gauche (Figure 5 and Table 4). Thus,
geminal interactions, which include such bond/antibond
charge transfers as C2-H5/C2-C3* and C-F/C2-H5*, have
little influence on the gauche geometry of the preferred
conformer, but they do have a strong effect on syn and
eclipsed energetics (Table 4).

However, when all vicinal hyperconjugations alone are
removed, the landscape of the completely deleted hypercon-

jugations case is retained (Figure 6); the maxima are again
at trans and gauche. There is also a parallel with the no-
hyperconjugation calculation of Figure 4 in that the energies
of the syn and eclipsed structures are less affected by vicinal
hyperconjugation deletion than those of the gauche and trans.
The consequence is that the deepest energy minima are (as
in the all-hyperconjugation deletion case) at the syn and
eclipsed geometries. But, surprisingly, as in the full Hamil-
tonian calculation, the gauche energy is lower than the trans.

One additional interaction category remains: remote
hyperconjugations between bonds, fluorine lone pairs (lp),
and distant antibonds such as C4-H10/C-F* and F(lp)/C3-
H8*. The deletion of all 36 possible remote interactions has
only small effects on the conformer energies and does not
change the preferred conformation. It remains gauche (Table
4). Thus, systematic deletion calculations establish that only
the removal of vicinal hyperconjugative interactions leads
to potential-curve inversion. The surprising result of vicinal
deletion, that gauche energy is lower than that of trans, is
discussed further in Section VI.

The vicinal interactions can be further parsed into anti
(C3-H7/C-F*) and cis (e.g., C3-H8/C-F*) orbital interac-
tions. Their relative importance can be ascertained by
separate deletions, retaining all other vicinal interactions. For
the gauche conformer, cis interaction deletion raises the
energy by only 0.81 kcal/mol, compared to 5.63 kcal/mol
for anti deletion. The anti interaction does not occur in the
trans conformer; both interactions are now cis. Deletion of
the two possible cis interactions in this conformer raises the
energy by 1.32 kcal/mol, the magnitude of each cis interac-
tion remaining essentially unchanged from its value in

Table 4. Deletion Effects on Conformer Energies (kcal/mol)

hyperconjugative
deletion

T conformer
deletion energy

changea
G-T deletion

difference
E-T deletion

difference
S-T deletion

difference

all hyperconjugation 117.4 0.46 -3.72 -2.10
all vicinal 116.0 -0.96 -2.56 -2.90
all geminal 17.7 -0.64 4.46 4.78
all remote 2.5 -0.53 2.30 4.07

a E(after deletion) - E(total).

Figure 4. Potential energy curves for 1-fluoropropane show-
ing the effect of orbital interaction. Full Hamilton, full optimiza-
tion (solid curve); all hyperconjugative interactions deleted
(dashed curve). Both curves have the zero-energy reference
point at the 180° trans geometry.

Figure 5. Torsional potential-energy curve for 1-fluoropro-
pane with all geminal hyperconjugative interactions deleted
using full Hamiltonian optimized geometry.

Figure 6. Torsional potential energy curve for 1-fluoropro-
pane with all vicinal hyperconjugative interactions deleted.
Single-point calculations using full Hamiltonian optimized
geometry.
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gauche. The clear conclusion is that the anti interaction is
much greater (nearly 7 times greater) than that of the cis.
This disparity is much larger than in 1,2-difluoroethane,
where an account of both types of interactions is necessary
to understand the gauche-trans potential surface.2 The
overarching conclusion is that the anti orbital hyperconju-
gative interaction provides the backbone for the gauche effect
in FP.

Because of the importance of skeletal relaxation to the
T-G stabilization energy (see Section III), it is instructive
to obtain the hyperconjugation deletion energies for rigid
rotation, thereby eliminating changes in skeletal bond lengths
and angles. The results of these calculations referenced to
the frozen trans optimized geometry are given in Table 5.
The same general pattern for deletions with and without
relaxation (i.e., vicinal interactions are more important than
geminal ones, as expected from local symmetry consider-
ations) and the inversion of trans and gauche conformer
energetics by extinguishing hyperconjugation interactions are
obtained. The clear outcome: the determinant controlling
the G and T orbital interactions is the rotation itself, even
though the torsional coordinate is contaminated by skeletal
displacements.

However, Figure 7 shows that the landscape for the rigid
rotation potential curve with all hyperconjugated interactions
quenched is considerably different from the fully relaxed
equivalent (also shown in the same figure); the pronounced
gauche geometry maximum in the fully relaxed curve
disappears in the rigid rotation curve. Most significant is that
the disparities in the two curves largely relate to the eclipsed
and syn conformers, where the effect of excluding hyper-

conjugation interactions in the rigid rotation case reverses
the S-T energy difference found for relaxed rotation. Thus,
the conclusion that the G and T orbital interaction energies
are primarily determined by torsional rotation is diluted for
the E and, even more so, the S interaction energies.

V. Steric Exchange Repulsion Model
Steric exchange repulsion is classically defined as the effect
of Pauli exchange repulsion, a short-range force, which
spatially separates pairs of electrons. The conceptual founda-
tion of NBO steric analysis can be found in several
publications by Weinhold9-11 showing that quantitative
appreciation of total steric exchange repulsion for a given
molecular geometry can be obtained from the energy
difference between orthogonal natural localized molecular
orbital (NLMOs) and nonorthogonal preorthogonal natural
localized molecular orbital (PNLMOs) descriptions of the
molecular wave function. The PNLMOs and NLMOs are
closely related to preNBOs (PNBOs) and NBOs with
somewhat different localizations designed to improve ex-
change repulsion quantifications.11

The dashed curve in Figure 8 represents the calculated
HF/6-311++G(3df,2p) total steric exchange repulsion at 20°
intervals using the NBO steric analysis, described above. (A
B3LYP repulsion plot is almost identical to the HF one;
however, the HF curve is conceptually better founded.) A
striking feature of the repulsion plot is the decreased
repulsion at the trans geometry. There is also a much less
pronounced decrease near the gauche geometry. These
features allow the conclusion that lowered steric exchange

Table 5. Deletion Energies Generated by Rigid Rotation from trans Conformer (kcal/mol)

hyperconjugative
deletion

T conformer
deletion energy

changea
G-T deletion

difference
E-T deletion

difference
S-T deletion

difference

all hyperconjugaton 117.4 0.45 -1.44 1.98
all vicinal 116.0 -1.12 -2.62 -1.53
all geminal 17.6 -0.58 2.66 4.50

a E(after deletion) - E(total).

Figure 7. Potential-energy curves with all hyperconjugative
interactions deleted. Optimized geometry (solid curve); frozen
at trans skeletal geometry (dashed curve). Both curves have
the zero-energy reference point at the 180° trans geometry.

Figure 8. Energy curves for 1-fluoropropane. Full Hamiltonian
potential curve (solid line); steric exchange repulsion single-
point calculations (dashed line). Both curves utilize HF/6-
311++G(3df,2p) wave functions and have the zero-energy
reference point at the 180° trans geometry.
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repulsion plays a major if not determining role in stabilizing
the metastable 180° trans conformer. Moreover, the maxima
at the syn and eclipsed FCCC dihedral angles strongly
suggest that the syn and eclipsed geometry maxima in the
potential curve (solid curve in Figure 8) arise at least in part
from steric repulsion.

As seen from the comparison of repulsion values at the
gauche and trans dihedral angles in Figure 8, the effect of
shutting off steric exchange repulsion would be to greatly
increase the gauche-trans preference, a consequence of
greater exchange repulsion destabilization of the gauche
conformer. The clear conclusion is that exchange repulsion
does not play a significant role in forming the FP gauche
conformational preference over the trans. However, it plays
an important role in stabilizing the gauche conformer relative
to the eclipsed.

VI. Discussion
An interesting conundrum that arises from the systematic
deletion calculations pointed out in Section IV is that, even
with all-vicinal interactions deleted, the energy of the gauche
conformer remains lower than transsopposite to that found
for complete hyperconjugation removal. The well-respected
Brunck-Weinhold3 rules for gauche conformer preference
link vicinal hyperconjugative interactions to gauche prefer-
ence, and their deletion is predicted to change the preference
to trans. To address this problem, we separate the vicinal
interactions involving Rydberg orbitals from those involving
valence orbitals by restoring the Rydberg interactions into
the all-vicinal interactions deletion calculation. The outcome
of this new calculation, now deleting only vicinalValence
interactions, is that the gauche conformer becomes less
energetically favorable than the trans (Table 6). If the
complete hyperconjugation deletion removal (“no-star”)
calculation is modified so that only Rydberg orbitals are
deleted (i.e., interactions involving the antibond valence
orbitals are restored), the gauche conformer becomes more
energetically favorable than the trans (Table 6).

In a sense, these calculations are illegal because Rydberg
orbitals are brought into the NBO scheme to ensure orbital
orthogonality; thus, vicinal deletion excluding Rydberg
orbitals is equivalent to deleting nonorthogonal PNBO vicinal
antibonds.10 Deletion of only the Rydberg orbitals has a
similar flavor since it is equivalent to a full PNBO deletion
calculation. Since a tenet of NBO analysis is that the extra
valence natural atomic orbitals in the Rydberg basis play
practically no significant role in the theory,10 these energy
inversions provide a challenge. One of the most dramatic
and characteristic simplifying features of NBO analysis is
that they can effectively be ignored.10

The relaxation studies described in Section III demonstrate
that the gauche preference is linked to the CCC angle in the
propane skeleton of FP, evidenced by expansion of the 111.8°
CCC angle in the trans conformer to 113.6° in the gauche
(Table 2). A facile explanation for the CCC angle opening
in the gauche conformer is that it reduces increased repulsion
from the fluorine lone pairs to the C4-H bonds. Although
we show in Sections IV and V that the stereoelectronic origin
of the gauche preference comes from hyperconjugative
attractive electronic effects, which depend primarily on the
FCCC dihedral angle, it remains to obtain insight into the
underlying factors affecting the CCC angle as part of the
dihedral angle rotation process.

To do this, we focus on separate considerations of Pauli
exchange, Lewis energy,12 and hyperconjugation for two
alternate CCC angle-contracting paths for FCCC dihedral
rotation from the gauche conformer, shown in Figure 9. One
path (path A) first contracts the CCC angle in the optimized
gauche conformer (113.6°) to its calculated value in the trans
(111.8°), step I. There is no dihedral rotation in step I; that
is, the 111.8°CCC angle (with all other bond lengths and
angles frozen to their values in the gauche equilibrium
conformer) represents a prepared state of the gauche
conformer. Step II is a dihedral rotation step from the
prepared gauche state to a partially relaxed trans geometry.
Path B starts with frozen dihedral rotation (step III) from
the gauche conformer (all geometrical parameters remain
those of the gauche conformer), ending in a 113.6° ∠CCC
prepared state of the trans conformer. Step IV contracts the

Table 6. Rydberg Deletion Effects on Conformer Energies (kcal/mol)

hyperconjugative
deletion

T conformer
deletion energy

changea
G-T deletion

difference
E-T deletion

difference
S-T deletion

difference

all Rydbergb 49.6 -0.38 0.95 2.09
only vicinal valencec 61.8 0.65 -2.03 -0.55

a E(after deletion) - E(total). b Valence interactions remain. c Only vicinal Rydberg interactions remain.

Figure 9. Stepwise analysis of C2C3C4 angular contraction
energetics for the gauche equilibrium conformation. Step I:
angular contraction leading to a prepared state with the trans-
C2C3C4 angle. Step II: rigid rotation from the prepared state
leading to partially relaxed trans-1-fluoropropane. Step III:
rigid rotation of the equilibrium gauche conformer leading to
trans-1-fluoropropane with gauche skeletal geometry. Step
IV: C2C3C4 angular contraction of the prepared trans state
leading to partially relaxed trans-1-fluoropropane.
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CCC angle in the trans prepared state to its value in the fully
optimized trans conformer, with all other geometrical
parameters remaining frozen. The associated energy changes
accompanying paths A and B are shown in Table 7.

An analysis of the total energy changes in Table 7 shows
an increase on going to the prepared state of step I and a
decrease for step IV, as expected. Our first focus is on the
exchange repulsion changes:∆Eexch strongly increases (1.7
kcal/mol) for the CCC angle contraction occurring in step I
but shows a much smaller increase (0.8 kcal/mol) for the
same angular contraction in step IV. Thus, although exchange
repulsion increases upon CCC angular contraction in both
the equilibrium gauche and prepared trans states, it increases
much less in the prepared trans one. We conclude that the
angular expansion that accompanies the Tf G rotational
process does relieve the increased exchange repulsion
occurring in the gauche conformation.

Different behavior is found for∆Edeloc, the delocalization
energy change. It is slightly stabilizing (-0.14 kcal/mol) for
step I, CCC angular contraction of the gauche conformer,
and almost identically so (only-0.12 kcal/mol) in step IV,
angular contraction of the prepared trans state. This identity
leads to the conclusion that hyperconjugative interactions are
not selectively linked to the CCC angular expansion in the
gauche conformer.

Additional interest is found in the change in Lewis energy
for step I. The Lewis structure of a molecule can be defined
in an NBO representation by nearly doubly occupied bonding
orbitals and lone pairs, without the delocalization effects of
conjugation and hyperconjugation;ELewis ) Etotal - Edeloc.
ELewis then is linked to changes in bond strength. The 0.23
kcal/mol increase for step I shows that the Lewis structure
of the prepared gauche state is destabilized relative to the
equilibrium gauche conformer. In terms of the bond strengths,
the contracted angle of the prepared state represents an
unfavorable geometry. Thus, in contrast to the behavior of
∆Eexch, there does not appear to be a link between∆ELewis

and the CCC angular contraction on going to the trans
geometry.

Even though overall hyperconjugative interaction does not
appear to link to the CCC angle change between the G and
T conformers, there does appear to be a link to the CCC
angle. This is exposed in Figure 10 by comparison of the
expunged anti-C-H/C-F* interaction and full Hamiltonian

energy curves versus the CCC angle for the gauche con-
former. The point of this comparison is that the potential
minima represent the change in gauche conformer geometry
when only anti-C-H/C-F* hyperconjugation is absent, thus,
giving the needed chemically insightful smoking gun oth-
erwise buried in the full hyperconjugation deletions. The shift
in minima demonstrate that the CCC angle is decreased by
∼1.7° when the anti-C-H/C-F* interaction is removed. This
provides the needed insight into the 1.8° opening of the CCC
angle on going from the trans conformer (where there are
no anti-C-H/C-F* orbital interactions) to the gauche one.
The effect of this interaction in the gauche conformer is to
increase the CCC angle close to the global optimization
increase.

Our overall conclusion is that both increased exchange
repulsion and increased delocalization accompany CCC angle
expansion in the Tf G reaction path, with consequent
preferential stabilization of the more-open angle gauche
conformer. It is difficult to reliably assess which of these
two interactions is primary, but on the basis of Figure 10,
the attractive factor appears to be more important.

VII. Conclusions
Because FP is an example of an elementary molecule
exhibiting a gauche effect (without the complication of
dipole-dipole repulsion), it is of considerable importance
to study it thoroughly. The DFT/ab initio calculations on
1-fluoropropane conformational preference and torsional
potential surface reported here and NBO analysis all provide
insight into the conformational preference machinery and
provide thought-provoking results on the role of Rydberg
orbitals in NBO analysis. We emphasize that the approach
taken in this study is the systematic deletion of interaction
types (lone-pair/σ* hyperconjugations, steric repulsion, etc.)
and not the comparison of calculated relative magnitudes of
these interactions. In this sense, the deletion-caused inver-
sions of the potential-curve landscape represent a kind of
truth table and avoid quantitative pitfalls of NBO analysis.13

Our deletion calculations provide convincing validation
for the anti-C-H/C-F* hyperconjugative interaction provid-
ing the backbone for the gauche effect in FP. The cis orbital

Table 7. Energy Contributions for 1-Fluoropropane Rigid
Rotation/Angular Relaxation (kcal/mol)a

step ∆Eexch ∆Edeloc ∆ELewis ∆Etotal

I 1.68 -0.14 0.23 0.089
II -2.94 -0.48 0.55 0.074
III -2.07 -0.49 0.73 0.24
IV 0.81 -0.12 0.04 -0.079

a ∆Eexch, ∆Edeloc, and ∆ELewis refer to exchange repulsion, delo-
calization, and Lewis energy changes, respectively, for steps I-IV in
Figure 9. ∆Eexch is calculated as the energy difference between
occupied (orthogonal) NLMOs and the associated preorthogonal
(Pauli Principle violating) PNLMOs; ∆Edeloc represents the energy
change attributed to electron transfer from nearly doubly occupied
(bonding) orbitals to nearly vacant (antibonding) orbitals; ∆ELewis refers
to the energy of NBOs with =2 occupancy and can be associated to
the localized electron pairs of the Lewis structure.

Figure 10. Potential energy curves for C-C-C angular
expansion at fixed gauche geometry. Full Hamiltonian (solid
curve); deletion of anti-C-H/C-F* interactions (dashed curve).
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interaction is found to be much less important than in 1,2-
difluoroethane. Thus, cis interactions, unlike in 1,2-difluo-
roethane, are not linked to the FP equilibrium conformer 63°
FCCC dihedral angle.

Geometry optimization predicts that a∼2° expansion of
the CCC angle is the major important skeletal change in the
T f G reaction coordinate. A detailed analysis shows that
both increased hyperconjugative attraction and decreased
exchange repulsion at the larger angle account for the angle
opening.

Finally, the results of Rydberg orbital deletion calculations,
while not altering any of our overall conclusions concerning
stereoelectronic interactions in FP, do not support the
supposition that Rydberg interactions can be ignored in NBO
analysis. We intend to pursue this aspect of Rydberg orbital
participation in a future study.
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Abstract: Recently, we formulated a fully analytical and variational implementation of a subset

of density functional theory using Gaussian basis sets to express orbital and the one-body

effective potential. The implementation, called the Slater-Roothaan (SR) method, is an extension

of Slater’s XR method, which allows arbitrary scaling of the exchange potential around each

type of atom in a heteroatomic system. The scaling parameter is Slater’s exchange parameter,

R, which can be determined for each type of atom by choosing various criteria depending on

the nature of problem undertaken. Here, we determine these scaling parameters for atoms H

through Cl by constraining some physical quantity obtained from the self-consistent solution of

the SR method to be equal to its exact value. Thus, the sets of R values that reproduce the

exact atomic energies have been determined for four different combinations of basis sets. A

similar set of R values that is independent of a basis set is obtained from numerical calculations.

These sets of R parameters are subsequently used in the SR method to compute atomization

energies of the G2 set of molecules. The mean absolute error in atomization energies is about

17 kcal/mol and is smaller than that of the Hartree-Fock theory (78 kcal/mol) and the local

density approximation (40 kcal/mol) but larger than that of a typical generalized gradient

approximation (∼8 kcal/mol). A second set of R values is determined by matching the highest

occupied eigenvalue of the SR method to the negative of the first ionization potential. Finally,

the possibility of obtaining R values from the exact atomization energy of homonuclear diatomic

molecules is explored. We find that the molecular R values show much larger deviation than

what is observed for the atomic R values. The R values obtained for atoms in combination with

an analytic SR method allow elemental properties to be extrapolated to heterogeneous molecules.

In general, the sets of different R values might be useful for calculations of different properties

using the analytic and variational SR method.

The Hohenberg-Kohn-Sham (HKS) formulation of density
functional theory is by far the choice for today’s electronic
structure calculation.1-4 Prior to the HKS formulation of the
density functional theory (DFT), Slater formulated its basis

in an attempt to reduce the computational complexity of the
Hartree-Fock (HF) method.3 Unlike the HF method, this
XR method has an exchange potentialVx that is local and
proportional to the one-third power of the electron density
F. It is given by

* Corresponding author e-mail: rzope@alchemy.nrl.navy.mil.
Corresponding author address: Theoretical Chemistry Section,
Naval Research Laboratory, Washington, DC 20375-5345.

Vx[F] ) -R3
2(3π)1/3

F1/3( rb)
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where R is called Slater’s exchange parameter and was
originally equal to one. Ga´spár6 and Kohn-Sham2 obtained
a similar expression on other rigorous grounds. They
variationally minimized the total energy functional and
determinedR to be 2/3, in contrast to Slater’s value. The
difference in the two values is rooted in the averaging process
employed in the simplification of the HF exchange potential.
Slater, taking a cue from Dirac’s earlier work,5 averaged the
exchange potential over the entire Fermi sphere of radiuskf

) (3π2F(rb))1/3, while in the Ga´spár and Kohn-Sham
procedure the value of the exchange potential atk ) kf (rb)
is used. It was suggested that theR parameter in Slater’s
method could be treated as an adjustable parameter.7 The
set ofR parameters for atoms that make self-consistent XR
energy match the HF energy was determined by Schwarz.8

TheR values he obtained typically range from 0.77 for light
atoms to 0.69 for heavy atoms. He also noted that different
atomic configurations lead to only slight changes in theR
values, suggesting that the XR method can also be applied
to the molecules or solids. Several other ways to determine
the R parameters have been put forth.9-16

Early implementations of the XR method for molecules
with atom-dependentR parameters employed the muffin tin
(MT) approximation.17-21 In this scheme, atoms or ions are
enclosed by the atomic spheres in which the potential is
approximated to be spherically symmetric, while, in the
interstitial region, the potential is constant. The effective one
body potential in the MT implementation is discontinuous
at the surface of the MT sphere, and therefore the energy
was mathematically undefined. This method, however, had
an advantage over all the other quantum-chemical methods
which was that the molecules dissociated correctly. At
infinite interatomic distances a sum of atomic energies could
be reproduced. When the MT model was discarded due to
difficulties in geometry optimization, a single value ofR ()
0.7) had to be chosen for all types of atoms.22 There are,
however, some attempts to obtain good thermochemistry
from the XR calculations by correcting or improving the
uniform R calculations in a secondary calculation.23-26

Electronic structure calculations using traditional quantum
chemical methods such as the HF theory, and beyond, gener-
ally employ basis sets to expand molecular orbitals. In these
methods, calculations of matrix elements and other quantities
of interests are analytic. On the other hand, almost all imple-
mentations of density functional models, until recently, re-
quired use of numerical grids to compute contributions to
matrix elements from the exchange-correlation terms. Cook
and co-workers27-31 successfully demonstrated fully analytic
implementation of a density functional model. His variational
implementation used Gaussian basis sets to express molecular
orbitals, the one-body effective potential,27 and the uniform
R XR exchange potential.28,29The advantages of analytic cal-
culations are obvious. The calculations are fast and accurate
to machine precision (within the limitations of the model
and basis set). Round-off error, which grows as the square
root of the number of points and other numerical problems
are eliminated.32 Consequently, smooth potential energy
surfaces are obtained.28,29 Unfortunately, modern sophisti-
cated exchange-correlation functionals are too complex to

allow a fully analytic solution at this time. Analytic DFT, at
this stage, is restricted to Slater’s exchange-type functionals.
We have recently proposed an algorithm that permits fully
analytic solutions and also allows for atom dependent values
of Slater’s exchange parameterR for heteroatomic systems.33

This method, called the Slater-Roothaan (SR) method, is
based on robust and variational fitting and requires four sets
of Gaussian bases. It can have the advantage of MT XR that
molecules dissociate correctly as interatomic distances tend
to infinity.34 Intuitively, it is natural to expect that when
molecules dissociate the constituent atoms would haveexact
atomic energies at infinite separation. This important physical
requirement is satisfied within the SR method ifR parameters
that reproduce exact atomic energies are used in molecular
calculations, although one might want to use other sets of
R’s for other molecular properties.

In this work, we report different sets ofR parameters that
could be used in the SR method. The first such a set is
determined by requiring that the self-consistent atomic SR
atomic energy be equal to theexactatomic energies. TheR
values in this set will be hereafter referred to as atomic alpha
values. We have recently used some of theR values from
this set to calculate thetotal energies for the G2 set35 of
molecules and found that theseR values give remarkably
good total energies.36 Here, we use them to compute the
atomizationenergies for the G2 set of molecules and compare
them with other models. Further, we also obtain two
additional sets ofR based on other criteria for possible use
in the SR method. The second set of atomicR values is
determined to provide the negative of the eigenvalue of the
highest occupied molecular orbital (HOMO),εHOMO, that
matches with theexactvalue of the first ionization potential
determined.37-42 The third set ofR is determined to provide
the exactatomization energy for the selected homonuclear
diatomic molecules of the first and second rows of the
periodic table. All calculations are repeated for four different
combinations of analytic Gaussian basis sets.

It is apparent that the analytic Slater-Roothaan method is
empirical in nature as it uses adjustableR values. It, however,
differs from the semiempirical43-45 methods which use a
minimal basis set, or empirical46-49 models which do not
compute electronic structure, and the minimal-basis tight
binding methods50 reported in the literature. It is a variant
of density functional models that is also computationally very
efficient because it is fully analytic and requiresnonumerical
integration. We have successfully used it for studying the
heterogeneous systems such as boron and aluminum nitride
nanotubes containing up to 200 atoms.51,52 Furthermore, it
also provides the flexibility of being tuned, through theR
parameters, according to the need of the problem. The sets
of R parameters reported in this work will be useful starting
points in this regard. In the following section we outline the
analytic SR method used in this work. In section II, we
describe computational details which are followed by results
and discussion in section III.

I. Theoretical Method
The total electronic energy in the DFT for anN-electron
system is a functional of electronic densityF and is given
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by

where the first term contains the kinetic energy operator and
the nuclear attractive potential due to theM nuclei

The total electron density is expressed in terms of the Kohn-
Sham orbitalsφi,σ as

with

whereni,σ is the occupation number for theφi,σ orbital. The
second term in eq 1 represents the classical Coulombic
interaction energy of electrons

This energy is approximated by expressing the charge density
as a fit to a set of Gaussian functions

where Fj(rb) is the fitted density anddi is the expansion
coefficient of the charge density Gaussian basis functionGi.
The elimination of the first-order error in the total energy
due to the fit leads to27

The expansion coefficients{di} are determined by variation-
ally minimizing this energy with respect to{di}. The last
term Exc in eq 1 is the exchange energy

The form of above functional allows analytic calculations
with the Gaussian basis to be performed. For this purpose
the one-third and two-third powers of the electron density
are also expanded in Gaussian basis sets

Here, {Ei} and {Fi} are independent Gaussian basis
functions, whileei and fi are expansion coefficients. The
exchange energy is then given by28-31,53

whereCR ) -(9/8)R(6/π)1/3. Thus, using the four LCGO
basis sets (one for orbital expansion and three fitting basis
sets) the total energy is calculated analytically. The LCAO
orbital coefficients and the vectorsd, e, andf are found by
(constrained if desired) variation.

Slater-Roothaan Method. The expression for the total
electronic energy in the Slater-Roothaan method has the
following form:33

Here, the partitioned 3/4 power of the exchange energy
density

whereCx ) CR/R andDij
σ(rb) is the diagonal part of the spin

density matrix, and the function

contains theRi, theR in the XR, for the atom on which the
atomic orbitali is centered.

II. Computational Details
The R values are calculated for the atoms that occur in a
standard set of (Becke’s)54 56 molecules. These atoms are
H, Be through F, and Na through Cl. Magnesium and
aluminum atoms do not occur in the Becke’s set but have
been included in the present work. The set of 56 molecules
actually consist of 54 molecules with two molecules in two
different electronic states. The SR method requires four basis
sets, of which one is the orbital basis. The remaining three
basis sets are required for fitting of the Kohn-Sham potential
(see ref 33 for more details). For the orbital basis sets, our
choices are the triple-ú (TZ) 6-311G** basis55,56 and the
DGauss57 valence double-ú (DZ) basis set58 called DZVP2.
The most reliable and thus bests-type fitting bases are those
that are scaled from thes-part of the orbital basis.27 The
scaling factors are two for the density, (2/3) forFj1/3 and (4/
3) for Fj2/3. These scaled bases are used for alls-type fitting
bases. A complete package of basis sets has been optimized58

for use with DGauss.57 In addition to the valence double-ú
orbital basis, called DGDZVP2 herein, we use thepd part
of the (4,3;4,3) for Be-F (A2) charge density fitting basis.
Ahlrichs’ group has generated a RI-J basis for fitting the
charge density of a valence triple-ú orbital basis set used in
the TURBOMOLE program.59 These fitting bases are used
in combination with the 6-311G** and DGDZVP2 basis sets.
The R are obtained for the different combination of above
basis sets. The molecule geometries were optimized using
the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algo-
rithm.60-64 Forces on ions are rapidly computed nonrecur-
sively using the 4-j generalized Gaunt coefficients.65,66 The
calculations are spin-polarized for open-shell systems.

III. Results and Discussion
The optimalR values that give the exact atomic energies
can be obtained by the Newton-Raphson procedure that

EKS[F] ) ∑
i

N

< φi| f1|φi > + Eee+ Exc[Fv,FV] (1)

f1 ) -
32

2
- ∑

A

M ZA

| rb - RBA|
(2)

F( rb) ) Fv + FV (3)
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diGi( rb) (6)
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8
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eiEi( rb) (9)
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fiFi( rb) (10)
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3
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3
〈Fj2/3 Fj2/3〉] (11)
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finds zeros of the functionf (R) ) ESR(R) - Eexact) 0, where
E and Eexact are the self-consistent XR (SR) and theexact
total energies, respectively. Finding zero of this function
requires frequent calculation of this function and its deriva-
tive. Determination of the derivative,f ′(R), is straightfor-
ward. Only the exchange term in the energy functionalESR(R)
depends explicitly on theR parameter. The derivative
obtained as the exchange-energy divided by theR parameter
provides sufficiently accurate approximation to the actual
derivative. The LCAO fits depend weakly onR. The
Newton-Raphson procedure was implemented using PERL
scripts, and the energy and its derivative with respect toR
were obtained from the FORTRAN90 SR code. The sets of
R values obtained using this procedure are given in Table 1.
It is evident from the table that the choice of fitting basis
does not significantly affect theR values. TheR values do
show some dependence on the orbital basis set. However,
the changes in alpha values are small with theR values for
the 6-311G** basis set being consistently smaller than those
for the DGDZVP2 basis set for the same fitting basis set.
For the same choice of fitting basis sets, the 6-311G** orbital
basis set will give lower energy than the DGDZVP2 basis.
Therefore, theR values for the DGDZVP2 basis should be
larger than the 6-311G** basis to provide the more negative
(or binding) potential required to give the energy equal to
the exactenergy. Except for H, which has no correlation
energy, theseR values are larger than the reported HF values8

which is expected as these values are obtained for the exact
energy (bounded from above by the HF energy). The HFR
values show systematic monotonic decrease with the atomic
number.19 The currentR values show overall decrease with
the atomic number except for peaks at Li and Be. The peak
at Li is caused by the fact that H has no correlation energy,
while the peak for Be is caused by electron pairing and
correlation in the outer orbital.

The atomicR values can also be determined by different
criteria. In the KS DFT it has been argued that the negative
of the eigenvalue of the highest occupied orbital-εmax equals
the first ionization potential.37-42 Although such an inter-
pretation of the-εmax is not yet settled, it gives us another
way to determine set ofR parameters. Such a such set of
R’s might be useful in future for calculations of polarizability
or optical spectra. TheseR values are given in Table 2 for
the four combinations of basis set. All the values presented
are larger than those obtained from the total energy matching
criteria. This is not surprising as the-εmax for the local
density type (R ) 2/3) functionals typically underestimate
the ionization potential by as much as 30-50%. It is known
that this occurs due to the incorrect asymptotic behavior of
the effective potential. The asymptotic behavior of the
effective potential is governed by the exchange potential. In
the present XR method, the exchange potential decays
exponentially in the asymptotic region, due to which the
valence electrons experience shallower long-range potential
than they otherwise should. In the present work, we, however,
treat R as purely a fitting parameter to get the rightεmax.
TheseR values do not decrease left to right across the
periodic table and are rather close to Slater’s value ofR.
The removal of self-interaction of an electron also leads to
a better asymptotic description.69 We think that the self-
interaction correction can also be implemented in the present
analytic SR method. Orbital densities are non-negative.

Finally, we explore the possibility of obtaining exact
atomization energy (AE) within the present SR method, for
selected diatomic molecules. For this purpose we use the
Newton-Raphson procedure to obtain the zero of the
following function: f(R) ) Emol

SR(R) - 2Eatom
SR (R) - AE ) 0.

Here, Emol
SR is the self-consistent total energy of the opti-

mized molecules for a givenR, and Eatom
SR is the self-

consistent total atomic energy for a given alpha. The bond
length of the molecule is optimized during each Newton-
Raphson step. These calculations were performed using

Table 1. Optimal R Values for the Different Basis Sets
that Yield the Exact Atomic Energies in the Highest
Symmetry for Which the Solutions Have Integral
Occupation Numbersa

basis I basis II basis III basis IV numerical E (au)

H 0.77739 0.77739 0.78124 0.78124 0.77679 -0.500
Li 0.79169 0.79169 0.79211 0.79211 0.79118 -7.478
Be 0.79574 0.79574 0.79614 0.79614 0.79526 -14.667
B 0.78675 0.78668 0.78684 0.78677 0.78744 -24.654
C 0.77677 0.77672 0.77670 0.77665 0.77657 -37.845
N 0.76747 0.76747 0.76726 0.76726 0.76654 -54.590
O 0.76500 0.76495 0.76454 0.76448 0.76454 -75.067
F 0.76066 0.76067 0.76002 0.76001 0.75954 -99.731
Na 0.75204 0.75204 0.75287 0.75287 0.75110 -162.260
Mg 0.74994 0.74994 0.75120 0.75120 0.74942 -200.060
Al 0.74822 0.74819 0.74872 0.74869 0.74797 -242.370
Si 0.74539 0.74540 0.74600 0.74602 0.74521 -289.370
P 0.74324 0.74324 0.74397 0.74397 0.74309 -341.270
S 0.74262 0.74260 0.74352 0.74350 0.74270 -398.140
Cl 0.74197 0.74196 0.74273 0.74272 0.74183 -460.200

a The numerical values are for the spherically symmetric atoms
and are obtained by the numerical atomic structure code. The exact
atomic energies given in the last column are from ref 67. The basis
sets are I: 6-311G**/RI-J, II: 6-311G**/A2, III: DGDZVP2/RI-J, and
IV: DGDZVP2/A2.

Table 2. Optimal R Values for the Different Basis Sets for
Which the Eigenvalue of the Highest Occupied Molecular
Orbital Is Exactly Equal to the Exact Ionization Potential
(IP)a

basis I basis II basis III basis IV IP68

H 1.1901 1.1901 1.1877 1.1877 13.60
Li 1.1246 1.1246 1.1152 1.1152 5.39
Be 1.2749 1.2749 1.2581 1.2581 9.32
B 1.1227 1.1220 1.0993 1.0989 8.30
C 1.1006 1.1000 1.0775 1.0770 11.26
N 1.0832 1.0832 1.0629 1.0629 14.52
O 1.2360 1.2345 1.1958 1.1946 13.61
F 1.1696 1.1694 1.1501 1.1498 17.42
Na 1.1181 1.1181 1.1221 1.1221 5.14
Mg 1.2256 1.2256 1.2311 1.2311 7.64
Al 1.1113 1.1112 1.1074 1.1067 5.98
Si 1.0864 1.0836 1.0875 1.0844 8.15
P 1.0501 1.0501 1.0662 1.0662 10.49
S 1.1543 1.1562 1.1759 1.1770 10.35
Cl 1.1211 1.1218 1.1344 1.1347 12.96

a The experimental values of the first ionization potentials (in eV)
are also included in the last column. The basis sets are I: 6-311G**/
RI-J, II: 6-311G**/A2, III: DGDZVP2/RI-J, and IV: DGDZVP2/A2.
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PERL scripts, and the calculated set ofR values is presented
in Table 3. These values show a large variation as a function
of the atomic number. The general trend is that theR values
for the dimers of atom on the left of the periodic table are
larger than 1.0 and smaller than 1.0 for the atoms on the
right. For the exact values of the atomization energies the
bond lengths of these dimers show the general trend that
the atoms on the left side of the periodic table are larger
and those on the right are smaller. The exception are the
Be2 and N2 dimers, perhaps due to their weak and very strong
bonding, respectively. Another noteworthy observation is that
these dimers with exception of Be2 are still bound for
vanishingly small value ofR. This is interesting as no
molecules are bound in the Thomas-Fermi model.70 It seems
the bonding therefore occurs due to the exact treatment of
kinetic energy in the present XR method. Here, it should be
noted that the 6-311G** basis sets used in this work may
not provide a satisfactory description for very smallR values
as the electrons then will experience a very shallow potential
and will be rather delocalized leading thereby to the artifacts
like positive eigenvalues for the outermost electrons. For this
reason theR for the F2 dimer should be used cautiously.
Further, theseR values when viewed relative to the Kohn-
Sham’s value of 2/3 provide some hints on how the
corrections to the Kohn-Sham exchange should energetically
contribute for an accurate determination of atomization
energies. The molecules with molecularR values larger than
the Kohn-Sham value of 2/3 will be underbound in the
exchange only KS scheme and those withR lower will be
overbound. Any universal correction to the KS exchange
functional should be such that it simultaneously reduces
overbinding in some molecules and underbinding in others.

The atomization energies for the set of 54 molecules in
56 of the electronic states are presented in Table 4. These
are calculated by the SR (EA) method using the set ofR
values given in Table 1. The calculations are performed for
the two sets of basis sets. These molecules in the dissociation
limit will give the exactatomized energies. It is evident from
Table 4 that the XR underbinds some molecules, while it
overbinds others. This trend is in contrast with the local
density approximation and the HF theory. The former

Table 3. Optimal R Values for the Selected Homonuclear
Dimers that Yield the Exact Atomization Energies for the
6-311G**/RI-J Basis Seta

R D0 (kcal/mol) Re present Re expt76

H2 1.39172 -103.5 0.59 0.74
Li2 1.45747 -24.0 2.12 2.67
Be2 0.56596 -2.4 2.82 2.46
C2 0.81530 -148.7 1.21 1.24
N2 0.88901 -225.1 1.04 1.10
O2 0.42790 -118.0 1.36 1.21
F2 0.29685 -36.9 1.67 1.41
Na2 1.61278 -16.6 2.27 3.08
Si2 0.78366 -74.0 2.10 2.24
P2 1.43361 -116.1 1.58 1.89
S2 0.64867 -100.7 1.96 1.89
Cl2 0.66335 -57.2 2.06 1.99

a The exact bond lengths (in Å) are also included in the last column.

Table 4. Atomization Energies D0 (kcal/mol) for the 56
Set of Molecules Calculated Using the Two Sets of R
Values Given in Table 1 for the Two Basis Sets that
Reproduce the Exact Atomic Energiesa

basis I basis II exact

H2 85.1 87.3 110.0

LiH 38.1 33.8 57.7

BeH 58.2 32.7 49.6

CH 67.0 68.2 83.7

CH2(3B1) 195.3 197.0 189.8

CH2(1A1) 158.1 161.4 180.5

CH3 299.2 302.4 306.4

CH4 407.3 411.8 419.1

NH 67.1 68.8 83.4

NH2 157.1 161.5 181.5

NH3 271.8 278.4 297.3

OH 98.6 100.0 106.3

H2O 228.0 232.8 232.1

HF 144.8 148.4 140.7

Li2 6.6 5.6 24.4

LiF 147.7 136.4 138.8

C2H2 422.8 414.2 405.3

C2H4 571.6 573.5 562.4

C2H6 711.7 718.1 710.7

CN 190.5 181.4 179.0

HCN 317.7 307.8 316.3

CO 283.2 270.5 259.2

HCO 307.4 301.4 278.3

H2CO (formaldehyde) 394.4 391.2 373.4

H3COH 521.9 527.0 511.6

N2 215.0 203.6 228.5

N2H4 413.6 424.9 437.8

NO 163.2 155.3 152.9

O2 157.5 154.0 120.4

H2O2 283.3 289.0 268.6

F2 66.5 68.3 38.5

CO2 456.5 437.9 388.9

SiH2(1A1) 125.4 128.0 151.4

SiH2(3B1) 121.2 122.6 130.7

SiH3 194.7 196.3 226.7

SiH4 281.7 284.1 321.4

PH2 126.1 130.4 152.8

PH3 203.4 210.0 242.0

H2S 163.6 169.3 182.3

HCl 101.4 102.5 106.2

Na2 4.9 5.2 16.8

Si2 72.0 72.2 74.7

P2 94.1 94.5 117.2

S2 110.2 111.7 101.6

Cl2 64.4 65.9 57.9

NaCl 88.8 90.6 97.8

SiO 199.0 198.5 191.2

CS 179.2 178.4 171.2

SO 142.6 147.8 125.1

ClO 79.5 85.6 64.3

ClF 80.5 85.7 61.4

Si2H6 475.4 480.3 529.5

CH3Cl 400.5 404.8 393.6

H3CSH 467.8 475.8 472.7

HOCl 174.5 182.1 164.3

SO2 281.4 286.4 258.5
a The two basis sets are I: 6311G**/RIJ, II: DZVP2/A2. The last

column contains the exact values.
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uniformly overbinds, while the latter uniformly underbinds.
A similar trend has been found when the HF values ofR
are used.33 In general, the error in atomization energy is
smaller when the molecules consist of atoms on the opposite
sides of the periodic table, for example, HCl, H2S, NaCl,
HO, etc. The best agreement is observed for the NH3 with
the DGDZVP2 basis and OH with all basis. The mean and
mean absolute errors in the atomization energies of these
molecules calculated with respect to their experimental values
is given in Table 5. These errors are somewhat larger than
those obtained when the HFR values are used. We note here
that the HF values ofR, RHF, are those that when used in
the XR model reproduce the HF exchange energies for atoms.

TheR values obtained from theεmax matching criteria can
be used to obtain the first ionization energy of a molecule
from its highest occupied eigenvalue. Here, we demonstrate
their use for calculations of the first ionization potential of
N2 and CO molecules. For the N2 molecule, using theR
values from Table 2 for basis sets I-IV, the ionization
potential is 15.38, 15.34, 15.40, and 15.20 eV, respectively.
These values are in good agreement with the experimental
value of 15.58 eV.71 For the CO molecule, the ionization
potential is 14.83, 14.83, 14.53, and 14.53 eV for the basis
sets I-IV. These values are also in very good agreement
with CO’s experimental ionization energy (14.01 eV).72 We
expect that the use of theseR values gives better eigenspectra,
which could be used in the polarizability calculations by the
sum over states method.73 The atomic or Hartree-Fock R
values could be used to optimize the geometry of a molecule
and then to calculate the matrix elements required in the sum
over states expression. The eigenvalues required in the sum
over states method can be obtained by performing one more
self-consistent calculation using theR values from Table 2.
The use of the improved eigenspectrum in the sum over states
method has been found to give good estimates of polariz-
ability.73 Calculations for the set of 54 molecules using
molecularR values (cf. Table 3) are not performed because
the SR method as implemented now33 cannot handle a wide
variation in the molecularR values. Moreover for the reasons
mentioned earlier theseR values (particularly for the
molecules containingF) necessitate bigger orbital basis sets.
The trend in the bond lengths in Table 3 suggests that for
these dimers better values ofR may be obtained by
minimizing the deviation of both the dissociation energy and
the bond length, from their experimental values. There are
several other possibilities for determination ofR which may
be useful in improving the performance of the SR method.

As mentioned earlier the differences in the Slater and the
Gáspár-Kohn-Sham value ofR are the result of a different
averaging process employed in the derivation of exchange
potential. This suggests the possibility that differentR values
for the description of the core (sayRc) and valence (Rv)
electrons may provide a better description of the exchange
correlations. The additional parameter in this case will pro-
vide greater flexibility in the fitting procedure. Alternatively,
the XR exchange functional can be augmented with suitable
functional forms that allows the analytic solution of the
problem. The local functional form by Liu and co-workers
that consists of the sum of 0, 1, 1/3, and 2/3 powers of
electron density and originates from the adiabatic connection
formulation appears to be particularly suitable for this
purpose.74,75 We are currently exploring these possibilities.

To summarize three sets ofR values are obtained on the
different criteria for the use in the analytic SR method. The
first set of R values is determined by equating the self-
consistent total energy of atoms to the “exact” atomic energy.
Two other sets are determined using different constraints such
as equating the negative of the eigenvalue of the highest
occupied orbital to the first ionization potential and repro-
duction of exact atomization energies for the diatomic
molecules. The examination of the performance of the SR
method for the atomization energies of 56 molecules with
the first set ofR values gives the mean absolute error to be
about 17 kcal/mol. This value is far larger than the generally
accepted chemical accuracy of 2 kcal/mol. The tabulation
of the MAE for the G2 set and extended G2 set for more
sophisticated functionals is given in ref 77. The MAE is
within 4-9 eV for the parametrizations at the level of the
generalized-gradient approximation (GGA).78-81 The meta-
GGA82 or hybrid GGA functionals54,83 perform even better
with MAE of about 3 eV. The MAE is 37-40 kcal/mol for
the local spin density approximation.84 The SR method’s
performance is intermediate between the local spin density
approximation and the GGA. We note that we have not
optimized the method to give an accurate estimate of any
particular property. TheR parameters could be chosen to
minimize the MAE in atomization energies such as the other
density functional models, including the GGA, do. Such an
optimization process would necessarily lower the error in
Table 5. Our goal in this work is to examine simple schemes
for extrapolating elemental properties to heterogeneous
molecules, without any additional massaging of the results.
For example, the set ofR values from Table 1 can be used
to extrapolate atomic energies to molecular energies by the
SR method. Indeed, such an extrapolation gives remarkably
accurate total energies (see Table 6), that are comparable to
or better than those obtained by some popular, sophisticated
pure and hybrid density functional models.36 By construction,
using theR values of this table, the MAE in total energies
is the same as that in atomization energy. This is in contrast
to many popular density functional models which seem to
give better atomization energies due to cancellations of errors
in total energies of atoms and molecules. Also, the SR
method is unique in that molecules dissociate correctly in
the separated atom limit. It is therefore not unreasonable to
useR values adjusted for atoms. The present work shows

Table 5. Mean and Mean Absolute Error (kcal/mol) in the
Calculated Atomization Energy of 56 Molecules (Cf. Table
4) Relative to Their Experimental Values for Different Basis
Setsa

OB FB
SR (EA)

mean
SR (EA)
absolute

SR (HF)
mean

SR (HF)
absolute

6-311G** RI-J -1.9 17.3 -5.1 16.4
DGDZVP2 A2 -1.6 16.2 -4.8 16.1

a The SR (EA) are present calculations, while SR (HF) are SR
calculation with RHF values. The SR (HF) results are from ref 33. The
mean absolute error for the standard Hartree-Fock theory and the
local density approximation is 78 and 40 kcal/mol,54,84 respectively.
Abbreviations: OB, orbital basis; FB, fitting basis (pdfg-type).
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that fitting perhaps any molecular property can be done
quantum mechanically through density functional theory. If
the calculations are analytic and variational, then small basis
sets can be used to generate unique, stable, and reliable
energies using minimal computer time. Thus one can
envision embedding quantum-mechanical calculations, with
full geometry optimization where appropriate, to optimize
very sophisticated quantum-mechanical calculations of mo-
lecular properties over the G2 and larger sets of molecules
using PERL scripts to control the optimization on a single
processor or to farm out independent suboptimizations on
multiple processors. Our toolbox of functionals that can be
treated analytically contains more85 than the cube-root
functional used in this work. Thus one can expect that as
more experience is gained in analytic DFT we can better
approximate the best exchange and correlation functionals
that currently require limited-precision numerical integration.
The process of driving MAEs lower and lower through better
and better analytic functionals need never end, short of
perfect agreement.
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Abstract: The effects of peripheral, multiple -F as well as -C2F5 substituents, on the electronic

structure and properties of unligated and ligated metal phthalocyanines, PcM, PcM(acetone)2

(M ) Fe, Co, Zn), PcZn(Cl), and PcZn(Cl-), have been investigated using a DFT method. The

calculations provide a clear explanation for the changes in the ground state, molecular orbital

(MO) energy levels, ionization potentials (IP), electron affinities (EA), charge distribution on the

metal (QM), axial binding energies, and in electronic spectra. While the strongly electron-

withdrawing -C2F5 groups on the Pc ring change the ground state of PcFe, they do not influence

the ground state of PcCo. The IP is increased by ∼1.3 eV from H16PcM to F16PcM and by

another ∼1.1 eV from F16PcM to F48PcM. A similar increase in the EA is also found on going

from H16PcM to F48PcM. Substitution by the -C2F5 groups also considerably increases the

binding strength between PcM and the electron-donating axial ligand(s). Numerous changes in

chemical and physical properties observed for the F64PcM compounds can be accounted for by

the calculated results.

1. Introduction
Metal phthalocyanines (PcMs), with their planar square
structure, are interesting molecules that have been studied
extensively in the literature. (Pc is used here to refer to any
phthalocyanine, regardless of substituents.) They provide a
versatile chemical system: almost every metal in the periodic
table can combine with the Pc ring, and most of these
compounds are very stable. The diversity of phthalocyanines,
together with their high thermal and chemical stability, has
made them suitable for many technological applications such
as dyes, pigments, semiconductors,1 energy conversion
(photovoltaic and solar cells),2 electrophotography,3 photo-

sensitizers,4 gas sensors,5 low-dimensional metals,6 electro-
chromism,7 Langmuir-Blodgett (LB) films,8 liquid crystals,9

and nonlinear optics.10

Consequently, a great deal of effort has been expended to
develop new phthalocyanine materials that display certain
characteristics useful for the particular application. It has been
shown that the properties of phthalocyanines can be ef-
fectively modulated with different substituents on the
periphery of the macrocycle. A useful methodology is the
replacement of the hydrogens (Hs) of Pc with halogens (Xs),
which can greatly increase the catalytic activity and stability
of PcMs.11,12 However, halogenated PcMs have the disad-
vantage of poor solubility, which impedes many new
applications of the materials. Recently, several novel octakis-
(perfluoroi-C3F7)(perfluoro)-PcM compounds (F64PcM) (M
) Zn, Co, Fe) have been synthesized and characterized by
one of us,13-16 where the aromatic X-atoms of halogenated
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PcM (X16PcM) are partially replaced by perfluoro isopropyl
(i-C3F7) groups (Rf). These Rf groups are much more
electronegative than the F atoms and were shown to increase
the solubility of the compounds and also promote novel
catalytic oxidations while resisting self-oxidation.13

In a recent paper,17 density functional theory (DFT)
calculations were carried out to investigate the electronic
structure and properties of unligated and ligated F64PcFe
complexes. One important observation was the change of
the ground state of FeII caused by the strongly electron-
withdrawing peripheral substituents at the Pc ring. To shed
more light on the effects of the Rf substituents, the previous
theoretical study is extended in this report to include systems
where M, Co, or Zn is four-, five-, or six-coordinated.

F64PcZn has been studied in detail using single-crystal
X-ray diffraction, optical and photoacoustic spectroscopy,
and cyclic voltammetry, and it exhibits a number of
interesting properties. (1) The ultraviolet-visible (UV-vis)
spectra of F64PcZn differ significantly from those of the
parent, unsubstituted H16PcZn species,13 indicating that the
electron-withdrawing property of the peripheral substituents
affects the ringπ molecular orbitals (MOs) to differing
extents. (2) There are large shifts in the ring redox (oxidation
and reduction) potentials on going from H16PcZn to F64PcZn,
and the increase in oxidation potentials provides extra
stability toward oxidative destruction for the Rf-substituted
phthalocyanine.13 (3) It is difficult to photochemically oxidize
F64PcZn, in stark contrast with the behavior of H16PcZn, for
which the photooxidation reaction results in the formation

of a [H16PcZn]+ species.13 (4) Axial ligation to F64PcZn is
favored relative to H16PcZn; the X-ray structure of the former
complex reveals the formation of F64PcZn(Ace)2 (Ace )
acetone), but H16PcZn as well as F16PcZn do not retain
solvent when crystallized.14 Anionic ligands such as Cl-,
coordinate even more strongly. Thus, electrospray ionization
mass spectrometry data for a DMF solution of F64PcZn
indicated the existence of F64PcZn(Cl) and F64PcZn(Cl-).13

The main goals of the present report are to examine the
effects of F- and Rf-substituents on various properties that
include electronic structure, oxidation/reduction properties,
ionization potentials, electron affinities, etc. This work
extends previous semiempirical ZINDO and MOPAC cal-
culations on F64PcZn,13 which were aimed mainly at inter-
pretation of the absorption spectra of the metal complexes.
The axial bonding properties of acetone, Cl, or Cl- to the
metal complexes are also examined. For comparison among
the different metals, the results of iron phthalocyanines are
also reported here.

2. Computational Details
The molecular structure of the parent metal phthalocyanine
H16PcM is illustrated in Figure 1a and that of (perfluoro
i-C3F7)-(perfluoro)phthalocyanine, F64PcM, is in Figure 1d.
For computational convenience, the isopropyl-C3F7 sub-
stituent was modeled by ethyl-C2F5. The use of the smaller
F48PcM (Figure 1c) as an accurate electronic mimic of the
larger F64PcM was demonstrated in our previous calcula-
tions.17 This simplification is also supported by earlier

Figure 1. Molecular structures of metal phthalocyanine (H16PcM) and its fluorosubstituted derivatives.
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semiempirical ZINDO calculations,13 which show that the
spectrum predicted for F48PcZn is almost identical to that
of F64PcZn. For the sake of comparison and completion, the
parent perfluorinated metal phthalocyanines, F16PcM (Figure
1b), have also been considered here.

All calculations were carried out using the Amsterdam
Density Functional (ADF) program package (version 2000.02)
developed by Baerends and co-workers.18-21 A triple-ú STO
basis was used for the metal 3s-4s shells plus one 4p
polarization function, a triple-ú basis for C/N/O 2s-2p and
Cl 3s-3p shells plus one 3d polarization function, a double-ú
basis for F 2s-2p shells, and a double-ú basis for the H 1s
shell. It has been shown that high-quality basis sets (triple-ú
plus one polarization function) are required for the atoms
within the macrocycle ring of the phthalocyanine in order
to obtain the correct ground states of H16PcFe and its
derivatives.22 The inner orbitals, i.e., 1s-2p for Fe/Cl and
1s for C/N/O/F, were considered as core and kept frozen
according to the frozen-core approximation.18 Among the
various exchange-correlation potentials available, the density-
parametrization form of Vosko, Wilk, and Nusair (VWN)23

plus Becke’s gradient correction for exchange (B)24 and
Perdew’s gradient correction for correlation (P)25 were
employed. The combined VWN-B-P functional has been
shown to provide accurate bonding energies for both main-
group26 and transition metal27 systems. Relativistic correc-
tions of the valence electrons were calculated by the quasi-
relativistic (QR) method.28 For the open-shell states, the
unrestricted Kohn-Sham (UKS) spin-density functional
approach was adopted.

Electron excitation energies related to the electronic
absorption spectra were calculated using the time-dependent
density functional response theory (TDDFT)29 as imple-
mented in the ADF program. TDDFT provides a first-
principles method for the calculation of excitation energies
and presents an excellent alternative to the conventional
highly correlated configuration interactions (CI) method.
Applications of TDDFT to excitation energy calculations can
be found in recent work.30,31

3. Results and Discussion
Unsubstituted transition-metal H16PcMs have been shown
to have square planarD4h symmetry.30 X-ray crystal structure
data13-16 indicate that the Pc ring in substituted F64PcM is
quite planar, and this ring planarity is maintained in the solid
state even in the presence of axial acetone ligands. The
solution UV-vis spectra32a-c,33 are also consistent withD4h

symmetry. The invariability of the MN4 chromophore
geometry upon substitution of the peripheral H-atoms by
i-C3F7 groups strongly suggests that the geometry will not
change for steric reasons when thei-C3F7 groups are replaced
by less bulky groups in F16PcM and F48PcM. This argument
is indeed supported by calculations.13 Placing the molecule
in the xy plane, the five metal 3d-orbitals transform as a1g

(dz2), b1g (dx2-y2), b2g (dxy), and eg (dπ, i.e., dxz and dyz). For
FeII and CoII, different occupations of electrons in these
d-orbitals may yield a number of possible low-lying states.
To determine the ground state, relative energies of several
selected configurations in H16PcM, F16PcM, and F48PcM (M

) Fe, Co) were calculated, wherein geometry optimization
was performed separately for each state considered. These
energies are reported in Table 1, along with the optimized
M-N bond lengths.

Table 2 displays the gross populations of M 3d, 4s, and
4p orbitals (in the ground state), along with the metal's
Mulliken atomic charge. Table 3 lists the calculated M-Pc
binding energies (Ebind), ionization potentials (IP) for several
outer MOs, and the electron affinities (EA).Ebind is defined
as the energy required to pull the metal apart from the Pc
ring

whereE(PcM),E(M), andE(Pc) represent the total energies
of the indicated species. (The geometries of PcM and Pc
are independently optimized.) The IPs and EAs were
calculated by the so-called∆SCF method which carries out
separate SCF (self-consistent field) calculations for the
neutral molecule and its ion, where EA) E(X-) - E(X).
The computed relative energies of selected configurations
of the ligated iron phthalocyanines are contained in Table
4, and their properties are presented in Table 5.

The electronic structure of H16PcFe has been the subject
of several experimental studies.34-36 A 3B2g ground state was
originally suggested for H16PcFe on the basis of magnetic
work,35 but later magnetic circular dichroism spectra have
shown that the ground state is in fact3A2g.36 Our previous
calculations37 support the latter assignment. In a recent paper
of ours,17 we further calculated F16PcFe, F48PcFe, and their
complexes with two axial ligands L (L) Ace, H2O,
pyridine). It is shown that the electronic configuration of
each ligated PcFe is determined mainly by the axial ligand-
field strength but can also be affected by peripheral substit-
uents. Figure 2 illustrates the changes of the electronic
structure from H16PcFe to F16PcFe to F48PcFe. A detailed
discussion of the results for the iron-phthalocyanine com-
plexes is reported in ref 17.38

Table 1. Calculated Relative Energies (E, eV) for
Selected Configurations in H16PcM, F16PcM, and F48PcM
(M ) Fe, Co)

configurationa E (R)b

b2g/
dxy

a1g/
dz2

1eg/
dπ state H16PcM F16PcM F48PcM

M ) Fec

2 2 2 3A2g 0 (1.916) 0 (1.918) 0 (1.919)
2 1 3 3Eg (A) 0.05 (1.923) 0.01 (1.922) -0.04 (1.921)
1 1 4 3B2g 0.08 (1.921) 0.05 (1.919) -0.06 (1.917)
1 2 3 3Eg (B) 0.52 (1.910) 0.52 (1.911) 0.45 (1.910)
2 0 4 1A1g 1.43 (1.935) 1.37 (1.934) 1.28 (1.933)

M ) Co
2 1 4 2A1g 0 (1.922) 0 (1.924) 0 (1.931)
2 2 3 2Eg 0.21 (1.909) 0.24 (1.911) 0.28 (1.916)
1 2 4 2B2g 0.95 (1.901) 0.94 (1.904) 0.88 (1.904)

a Orbital energy levels illustrated in Figure 2. b Values in paren-
theses refer to optimized M-N(Pc) bond length (in Å) for the pertinent
state. c The calculated E’s and R’s with the present version ADF
program (2000.02) may be slightly different from those obtained with
the older version ADF (2.0.1), ref 17, but the trends of the results are
not changed.

-Ebind ) E(PcM) - {E(M) + E(Pc)}
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3.1. Cobalt Phthalocyanines.While the peripheral sub-
stituents have substantial influence on the electronic structure
of the iron phthalocyanines, the Co analogues are much less
sensitive. H16PcCo, F16PcCo, and F48PcCo complexes all
have a2A1g ground state, with a fully occupied 1eg/dπ level.
The2Eg state, arising from the (a1g)2(1eg)3 configuration, lies
0.2-0.3 eV higher in energy. The2B2g state lies considerably
higher, nearly a full eV above the ground state. The2Eg -
2A1g energy gap increases gradually from H16PcCo to F16-
PcCo to F48PcCo. This comparison between Fe and Co is
illustrated more explicitly in Figure 3, where it may be noted
first that the metal d-orbitals lie much lower in H16PcCo than
in H16PcFe. Unlike the Fe case, the HOMO in PcCo (Pc
a1u) is no longer a metal 3d-orbital, and the unoccupied b1g

(dx2-y2) lies below the b1u orbital of the ring.

Similar to H16PcFe, the first ionization of PcCo also occurs
from the Pc a1u orbital, and the first IP (6.42 eV) is very
close to that obtained for H16PcFe (6.39 eV). The calculated
results are in agreement with experimental gas-phase pho-
toelectron spectra (PES) of a series of metal phthalocyanines
H16PcM with M ) Mg, Fe, Co, Ni, Cu, and Zn,39 which
find a sharp first IP at∼6.4 eV for all the H16PcMs and
conclude that the orbitals of the first ionization are ringlike

and not metal 3d-like in all cases. While for H16PcFe the
IPs from a1u and a1g/dz2 are very close, for H16PcCo the IP
from a1u is 0.77 eV smaller than that from a metal 3d-orbital
(dπ), and so the one-electron oxidation of unligated H16PcCo
clearly occurs from the Pc ring. On the other hand,
electrochemical studies of cobalt phthalocyanines in solu-
tion40,41 find that PcCoII is oxidized to [PcCoIII ]+; i.e., one-
electron oxidation of PcCo occurs from the metal. For
example, Lever et al.40 observed that oxidation of CoII

phthalocyanine by halogen (X) leads to the formation of a
complex containing the trivalent metal PcCoIII (X)2. The
disagreement between the calculation and these sorts of
experiments may be attributed to the effect of solvent. In
solution, the cation species is ligated. The axial ligands raise
the energy of the metal a1g/dz2 orbital (see Figure 3) so that
the electron in this orbital may be ionized first. Our
calculations on H16PcCo(Py)2 (Py ) pyridine) show that the
first ionization for such a complex indeed occurs from the
metal a1g/dz2 orbital (see Table 5). Our further calculations
on H16PcCo(Cl)2 show that the latter complex has a ground
state of2A1u [(1eg/dπ)4(a1u)1(a1g/dz2)0], where the oxidation
state of Co is III, in agreement with experiment;40,41 a
configuration of (1eg/dπ)3(a1u)2(a1g/dz2)0 is 0.57 eV higher in
energy than the ground state.

The similarities between Fe and Co extend (trends are
preserved upon fluorination) to the various degrees of
fluorosubstitution reported in Table 3. On the other hand,
the calculated EAs of PcCo are generally more negative than
those of PcFe. For the reduction of PcCo, the added electron
goes into the a1g/dz2 orbital, while it enters the 1eg/dπ orbital
for H16PcFe and F16PcFe. Since F48PcFe has a different
electronic structure (as compared to H16PcFe/F16PcFe), the
calculated EA of this molecule is even slightly larger (0.12
eV) than that of F48PcCo. The calculated Co-Pc binding
energy is significantly larger (∼1.7 eV) than that of Fe-Pc,
despite the fact that the Co-N bond lengths are somewhat
(0.01 Å) longer than Fe-N. Note that for both Fe and Co,
it is the F16PcM species that has the lowest M-Pc binding
energy.

The perturbations caused by the Ace ligands in the MO
energy diagrams of PcM are illustrated in Figure 3 with PcFe-
(Ace)2 on the left and PcCo(Ace)2 on the right. The
coordination of the two axial ligands lowers the symmetry
of the system fromD4h to D2h and splits the dxz-dyz

degeneracy. Acetone is an electron-donating ligand, shifting
the MOs upward. The a1g/dz2 orbital is particularly raised,
owing to the strong repulsive interaction between the ligand
HOMO and the metal dz2. As a result, the IPs of PcM(Ace)2

are notably decreased as compared to those of PcM,
suggesting that the former will be easier to oxidize than
unligated PcM. Unlike PcFe(Ace)2 where the first ionization

Table 2. Mulliken Orbital Populations and Atomic Charges on Metal (QM)

H16PcFe F16PcFe F48PcFe H16PcCo F16PcCo F48PcCo H16PcZn F16PcZn F48PcZn

3d 6.58 6.58 6.58 7.60 7.60 7.60 10.00 10.00 10.00
4s 0.42 0.38 0.27 0.32 0.28 0.27 0.55 0.53 0.53
4p 0.25 0.25 0.26 0.42 0.42 0.42 0.82 0.81 0.80
QM 0.75 0.80 0.88 0.65 0.70 0.70 0.63 0.67 0.67

Table 3. Calculated M-N Bond Lengths (RM-N), M-Pc
Binding Energies (Ebind), Ionization Potentials (IP), and
Electron Affinities (EA) in the Ground State of the Systems

H16PcM F16PcM F48PcMa

M ) Fe
RFe-N, Å 1.916 1.918 1.917
Ebind, eV 9.77 9.53 9.95
IP, eV a1u 6.39 (first) 7.67 (first) 8.76 (first)

a1g/dz2 6.42 7.70 10.63
b2g/dxy 6.58 7.86 9.91
1eg/dπ 7.23 8.48 8.87
b1u 8.00 8.88 9.75

EA, eV 1eg -2.55 -3.90 -5.47 (b2g)

M ) Co
RCo-N, Å 1.922 1.924 1.931
Ebind, eV 11.51 11.29 11.71
IP, eV a1u 6.42 (first) 7.69 (first) 8.72 (first)

1eg/dπ 7.19 8.45 9.42
b2g/dxy 7.51 8.73 9.53

EA, eV a1g/dz2 -2.94 -4.26 -5.35
2eg -2.09 -3.44 -4.68

M ) Zn
RZn-N, Å 2.000 2.001 2.006
Ebind, eV 5.64 5.50 5.89
IP, eV a1u 6.44 (first) 7.70 (first) 8.72 (first)
EA, eV 2eg -2.18 -3.52 -4.74

a Note that the ground state of F48PcFe is different from those of
H16PcFe and F16PcFe.

1204 J. Chem. Theory Comput., Vol. 1, No. 6, 2005 Liao et al.



occurs from the central metal (1b3g/dyz), Table 5 reveals that
of PcCo(Ace)2 takes place still from the Pc a1u orbital, similar
to unligated PcM. As mentioned above, in the presence of
relatively strong field ligands L (e.g. L) Py), the first
ionization of PcCo(L)2 takes place from the central metal.
For PcCo(Ace)2, the IP from a1g/dz2 is more than 1 eV larger
than that from a1u. There is about a 0.4 eV decrease of IP
from PcCo to PcCo(Ace)2, in contrast to∼0.8 eV decrease
of IP from PcFe to PcFe(Ace)2. Note also that for any degree

of substitution, the IP of the PcCo(Ace)2 is roughly 0.3 eV
higher than the corresponding quantity for the Fe analogue.

The axial ligands reduce the electron affinity of PcM
considerably (by 1.1-1.3 eV) when M is Co. In contrast to
PcCo, the added electron in PcCo(Ace)2 now occupies a high-
lying antibonding Pc 2b3g orbital. Since the added electron
in PcCo goes into a low-lying metal orbital, [PcCo]- has a
relatively low energy. Unless the ligand field of L is very
strong, the [PcM(L)2]- complex is expected to be unstable

Table 4. Calculated Relative Energies (E, eV) for Selected Configurations in H16PcFe(Ace)2, F16PcFe(Ace)2, and
F48PcFe(Ace)2

configuration Erelative

dxy dz2 dyz dxz statea,b H16PcFe(Ace)2 F16PcFe(Ace)2 F48PcFe(Ace)2

2 1 2 1 3B2g [3Eg(A)] 0 (1.933/2.373)c 0 (1.939/2.300) 0 (1.937/2.279)
2 1 1 2 3B3g [3Eg(A)] 0.05 (1.928/2.483) 0.07 (1.932/2.452) 0.09 (1.933/2.405)
1 1 2 2 3B1g (3B2g) 0.15 (1.925/2.503) 0.18 (1.926/2.468) 0.17 (1.924/2.437)
2 0 2 2 1A1g (1A1g) 0.16 (1.946/1.969) 0.12 (1.947/1.973) 0.06 (1.942/1.974)

a States in parentheses are the corresponding states in unligated species. b No minimum or very long Fe-O(Ace) distance was found for the
(dxy)2(dz2)2(dyz)1(dxz)1 - 3B1g (3A2g) and (dxy)1(dz2)2(dyz)2(dxz)1 - 3B3g [3Eg(B)] states. c The values in parentheses represent the optimized Fe-
N(Pc) and Fe-O(Ace) bond lengths (in Å), respectively.

Table 5. Calculated Propertiesa of H16PcM, F16PcM, and F48PcM with Two Axial Ligands (L) at the Ground State (M ) Fe,
Co, Zn; L ) Ace, Py)

H16PcM(L)2

L ) Ace
F16PcM(L)2

L ) Ace
F48PcM(L)2

L ) Ace
H16PcCo(L)2

L ) Py

M ) Fe
RM-N(Pc) (Å) 1.933 1.939 1.937
RM-O(Ace) (Å) 2.373 2.300 2.279
Ebind[PcM-(L)2] (eV) 0.25 0.63 0.94
QM (e) 0.79 0.81 0.80
QAce (e) 0.15 0.19 0.22
IP (eV) a1g/dz2 6.97 8.01 8.86

1b3g/dyz 5.74 (first) 6.99 (first) 7.94 (first)
b1g/dxy 6.01 7.26 8.14
a1u 6.00 7.21 8.27

EA (eV) 1b2g/dxz -2.29 -3.55 -4.72
2b3g -1.66 -2.96 -4.22

M ) Co
RM-N(Pc) (Å) 1.926 1.929 1.932 (1.924)c 1.934
RM-O(Ace) (Å) 2.401 2.366 2.331 (2.314) 2.318
Ebind[PcM-(L)2] (eV) 0.16 0.49 1.06 0.77
QM (e) 0.67 0.70 0.69 0.90
QAce (e) 0.13 0.14 0.16 0.18
IP (eV) a1g/dz2 7.56 8.69 9.45 5.85 (first)

a1u 6.03 (first) 7.25 (first) 8.31 (first) 6.11
EA (eV) 2b3g -1.67 -2.98 -4.25 -1.82

a1g/dz2 -1.63 -2.82 -3.87 -0.95
Edis

d(eV) -1.11 -0.79 -0.33 -0.39

M ) Zn
RM-N(Pc) (Å) 2.010 2.014 2.012 (2.006)c

RM-O(Ace) (Å) 2.505 2.459 2.414 (2.411)
Ebind[PcM-(L)2] (eV) 0.12 0.44 0.73
QM (e) 0.64 0.67 0.65
QAce (e) 0.10 0.12 0.13
IP (eV) a1u 6.05 (first) 7.26 (first) 8.30 (first)
EA (eV) 2b3g -1.78 -3.08 -4.32

a R: distance, Ebind[PcM-(Ace)2]: binding energy between PcM and two Ace ligands, Q: charge distribution, IP: ionization potential, EA:
electron affinity. b The first IP is indicated in bold. c The values in parentheses are experimental distances for F64PcM(Ace)2 (refs 14 and 15).
d Dissociation energy for [PcCo(L)2]- f [PcCo]- + 2L.
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and to dissociate into [PcCo]- + 2L. Our calculations show
that the dissociation energyEdis for [H16PcCo(Ace)2]- is
strongly exothermic (by more than 1 eV). This may account
for the fact that previous experiments41,42 have always
detected CoI and no CoII when cobalt phthalocyanines are
reduced. We note that the EA to the 2b3g orbital is not
significantly larger than that to a1g/dz2, especially for H16-
PcCo(Ace)2. When a1g/dz2 is doubly occupied, the two
electrons in this orbital would result in a very strong repulsion
to axial ligands. This small difference in EA between 2b3g

and a1g/dz2 also leads us to expect that [PcM(L)2]- is unstable

and will dissociate. In fact,Edis decreases to-0.33 eV when
the-C2F5 substituents are introduced on the Pc ring. From
the calculatedEdis value for [H16PcCo(Py)2]- (-0.39 eV)
and the trend inEdis from [H16PcCo(Ace)2]- to [F48-
PcCo(Ace)2]-, the [F48PcCo(Py)2]- complex is expected to
be stable against dissociation.

For both PcFe and PcFe(Ace)2, however, the EAs all
correspond to the addition of an electron to a low-lying metal
d-orbital, and so there is a smaller decrease of EA from PcFe
to PcFe(Ace)2 as compared to the cobalt systems.

The binding energy (Ebind) between H16PcCo and a pair
of Ace molecules is rather small, 0.16 eV. This quantity rises
to more than 1 eV for the heavily substituted F48PcCo.
Corresponding to the increase ofEbind, the Co-O(Ace)
distance is shortened as more F-atoms are added to the
system. The Co-N(Pc) and Co-O(Ace) bond lengths (1.932
Å, 2.331 Å) calculated in F48PcCo(Ace)2 are in excellent
agreement with the X-ray structural data on F64PcCo(Ace)2
(1.924 Å, 2.314 Å).15 The axial ligation does not affect the
equatorial Co-N distance very much (<0.005 Å).

3.2. Zinc Phthalocyanines.3.2.1. Electronic Structure and
Properties. The perturbations in the orbital levels that
accompany the various changes in the Zn systems are
illustrated in Figure 4. The 3d-orbitals are particularly low
in energy for Zn; b1g has lost all but 20% of its metal
contribution and is largely Pcσ in character. As was true
for the Fe systems in Figure 2, fluorosubstitution has a strong
lowering effect on the MOs. The magnitude of this shift is
quite uniform for most MOs including the HOMO and
LUMO. The main exceptions are some orbitals below the
HOMO-1. For instance, the energy gap between b1g (HOMO-
1) and b2g (HOMO-2) is large in H16PcZn but nearly
disappears in F48PcZn.

The first oxidation of PcZn clearly leads to aπ-cation
radical, where the electron is removed from the HOMO a1u,

Figure 2. Orbital energy levels of H16Pc (on left, with no H
atoms in the ring cage) and the various iron phthalocyanines.

Figure 3. Orbital energy levels of H16PcM (M ) Fe, Co) when
complexed with two axial acetone (Ace) ligands.

Figure 4. Orbital energy levels of the various zinc phthalo-
cyanines.
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yielding a2A1u ground state. This IP is strikingly similar in
magnitude to the Co cases. In the case of reduction, the
electron is accommodated in the LUMO eg (Pc π*). Both
IP and EA are increased considerably by the-C2F5 substit-
uents, in agreement with the trend in the electrochemical
oxidation and reduction potentials.13 The EA values are
slightly more negative for the Zn molecules than for Co.

With two electrons in the b1g (dx2-y2) orbital in PcZn, the
repulsive interaction between these electrons and those on
the pyrrole nitrogens lengthens the M-N bond length by
∼0.08 Å relative to Co and considerably decreases the M-Pc
binding energy, as is evident by theEbind entries in Table 3
for M ) Zn.

On the other hand, the presence of two electrons in the
a1g/dz2 orbital in PcZn(Ace)2 gives rise to longer axial Zn-
O(Ace) bond lengths as compared to Co-O(Ace). Therefore
the binding energy of PcZn-(Ace)2 is smaller than the
PcCo-(Ace)2 value. Also, there is a large increase of the
PcZn-(Ace)2 binding energy when more F atoms are added
to the system. It was argued that the perfluoro peripheral
substituents withdraw electron density from the inner ring
and the central metal so that the axial ligation of F64PcZn is
enhanced relative to the parent H16PcZn complex.13 Accord-
ing to the calculation, the presence of the F-atoms in F16-
PcZn makes the atomic charge on Zn more positive by 0.04
(see Table 2), but no change inQM is found from F16PcZn
to F48PcZn. The same is true for the cobalt systems. There
is a more pronounced shortening of the axial M-O(Ace)
bond distance from H16PcZn to F48PcZn than from H16PcCo
to F48PcCo. Again the calculated bond lengthsRZn-N(Pc) )
2.012 Å andRZn-O(Ace) ) 2.414 Å in F48PcZn agree very
well with the 2.006 Å and 2.411 Å measured in the F64-
PcZn crystal.14 An addition of (Ace)2 to PcZn produces little
geometric change, similar to the PcCo case.

The MO levels are shifted up from F48PcZn to F48PcZn-
(Ace)2. The increase in the energy of a1u leads to a relatively
small IP from this orbital. Therefore, solvent coordination
to the central metal is able to decrease the oxidation potential
of PcM, as observed experimentally.13 While attempts to
oxidize F64PcZn were unsuccessful, there is evidence that
in the presence of strong electron-donating ligands such as
imidazole, F64PcZn can oxidized electrochemically.13 The
experimental observation can be accounted for by the
calculated results. Here the IP and EA of PcZn(Ace)2 are
about 0.4 eV smaller (lower) than those of PcZn.

3.2.2. Electronic Spectra.Electronic spectra of both H16-
PcZn and F48PcZn have been calculated using the semiem-
pirical ZINDO method,13 with the aim of understanding the
changes in energy of the spectral features when the electron-
withdrawing peripheral substituents (-C2F5) are introduced.
However, the semiempirical method yields some excitation
energies which are considerably too large (more than 1 eV)
as compared to the experimental spectra. In this study, we
describe the results of TDDFT calculations for the series of
PcZn complexes from H16PcZn to F16PcZn to F48PcZn to
F48PcZn(Ace)2. Our calculated excitation energies and oscil-
lator strengths for several lowest, spin-allowed singlet1Eu

excited states are displayed in Table 6, together with available
experimental data.13,33

The experimental spectrum of PcZn is characterized by
an intense absorption band in the visible (Q-band) and two
other strong absorption bands in the near-UV (B1 and B2

bands).33 The multiple bands in the B region is supported
by the calculations. The Q-band is assigned to the 11Eu state,
which is nearly pure (90%) HOMOf LUMO transition.
For H16PcZn, 11Eu is calculated to be 1.96 eV, in good
agreement with the experimental value of 1.85 eV.33 The
close-lying 61Eu and 71Eu states are responsible for the B2

and B1 bands, respectively; their oscillator strengths are both
quite large. Different from 11Eu, the latter two states involve
significant mixture of several transitions. Again, the calcu-
latedEexc values (3.40 and 3.74 eV) for the B bands agree
very well with experiment (3.16 and 3.71 eV).33 The same
is true for F48PcZn.

The 11Eu state (Q-band) in F16PcZn is predicted at 1.84
eV, a red shift of 0.12 eV relative to that of H16PcZn. For
the B bands, the red shift is somewhat larger, about 0.2 eV.
These results reveal that the introduction of the electron-
withdrawing F-atoms into the Pc ring shifts the Q and B
bands to the red.

Turning to F48PcZn, its 11Eu has nearly the sameEexc as
that of F16PcZn. So the partial replacement of eight F-atoms
by eight-C2F5 groups does not shift the Q-band. Here the
main effect of the-C2F5 substituents is a notable red shift
of the B1 band.

From F48PcZn to F48PcZn(Ace)2, the Eexc values for the
various1Eu states remain nearly unchanged, indicating that
the presence of axial acetone ligands does not change the
positions of the absorption bands. These results are also in
accord with experimental observations.13 Note that in Figure
4, the LUMO-HOMO energy gap is not shown to be
changed from one system to another, but the peripheral
substituents may still change the calculatedEexc for the
HOMO f LUMO transition. This is because the 11Eu state
is not a pure HOMOf LUMO transition; it contains some
contributions (∼10%) from other transitions owing to con-
figuration interaction. As a matter of fact, the change inEexe

is insignificant from one system to another.
Similar to the calculations on H16PcNi by Rosa et al.,31

our TDDFT calculations on PcZn also predict several allowed
π f π* transitions located between the Q and B bands.
Theseπ f π* transitions may be responsible for the intensity
and broadness of the B bands. The ZINDO calculations
predicted a HOMOf LUMO+1 transition (called second
π f π* transition) located to the red of the B band for both
H16PcZn and F48PcZn. Our results show that the HOMOf
LUMO+1 transition is located to the blue of the B band for
F48PcZn. No analogous transition is found for F16PcZn.

3.2.3. PcZn(Cl) and PcZn(Cl-) Complexes.Finally, cal-
culations were also performed on the various PcZn(Cl) and
PcZn(Cl-) complexes. When only a single axial ligand is
attached to the system, significant out-of-plane displacement
of the metal is expected and in fact observed. For each
molecule, the geometry was optimized assumingC4V sym-
metry. The calculated PcZn-L binding energies (L) Cl, Cl-)
and three critical coordination parameters in PcZn(L) are
displayed in Table 7.RCt‚‚‚N (distance between the center of
the ring and pyrrole nitrogen atom) is a measure of the ring
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core size,RCt‚‚‚Zn represents the displacement of the Zn atom
out of the N4-plane toward the L ligand, andRZn-Cl refers to
the Zn-Cl bond length.

The calculated H16PcZn-Cl binding energyEbind is large,
1.77 eV, indicating a high affinity of H16ZnPc for Cl. As an
electron-withdrawing ligand, the binding of neutral Cl to F48-

PcZn becomes significantly weaker. A large Zn out-of-plane
displacement is found when Cl is coordinated to the system.
In this case, the Ct‚‚‚N distance becomes somewhat shorter
thanRZn-N of unligated PcZn.

For the chloride ion, there is a clear trend of increasing
binding energy in the order H16PcZn-Cl- < F16PcZn-Cl-

Table 6. Calculated Excitation Energies (Eexc, in eV) and Oscillator Strengths (f)

Eexc, eV

system state contributiona calcd exptlc f assignment

H16PcZn 11Eu 91% (2a1u f 7eg) 1.96 1.85 0.6482 Q
21Eu 97% (3b2u f 7eg) 2.80 0.0280 π f π*
31Eu 39% (2b1u f 7eg); 33% (5a2u f 7eg); 3.02 0.0014 π f π*

25% (5a2u f 7eg)
41Eu 54% (2b1u f 7eg); 23% (4a2u f 7eg); 3.07 0.3390 π f π*

18% (5a2u f 7eg)
51Eu 76% (2a1u f 8eg) 3.35 0.0242 π f π*
61Eu 36% (1a1u f 7eg); 23% (4a2u f 7eg); 3.40 3.16 0.6840 B2

18% (2a1u f 8eg); 17% (5a2u f 7eg)
71Eu 53% (1a1u f 7eg); 17% (4a2u f 7eg); 3.74 3.71 1.0402 B1

16% (5a2u f 7eg)
81Eu 95% (6eg f 3b1u) 4.22 0.0332

F16PcZn 11Eu 91% (4a1u f 11eg) 1.84 0.6332 Q
21Eu 84% (4b1u f 11eg); 11% (5b2u f 11eg) 2.60 0.1442 π f π*
31Eu 87% (5b2u f 11eg); 10% (4b1u f 11eg) 2.71 0.1360 π f π*
41Eu 80% (7a2u f 11eg); 15% (6a2u f 11eg) 2.88 0.2928 π f π*
51Eu 67% (3a1u f 11eg); 29% (6a2u f 11eg) 3.16 0.1038 B2

61Eu 43% (6a2u f 11eg); 23% (3a1u f 11eg) 3.58 1.4316 B1

71Eu 83% (10eg f 5b1u) 4.00 0.0220
81Eu 89% (9eg f 5b1u) 4.15 0.0786

F48PcZn 11Eu 91% (12a1u f 27eg) 1.83 1.80 0.7984 Q
21Eu 95% (12b1u f 27eg) 2.51 0.3138 π f π*
31Eu 75% (13b2u f 27eg); 13% (11a1u f 27eg) 2.89 0.1374 π f π*
41Eu 59% (11a1u f 27eg); 22% (13b2u f 27eg); 2.95 0.0086 π f π*

17% (15a2u f 27eg)
51Eu 91% (14a2u f 27eg) 3.13 2.89 0.0124 B2

61Eu 48% (15a2u f 27eg); 20% (12a1u f 28eg); 3.33 3.10 1.7998 B1

12% (11a1u f 27eg)
71Eu 62% (12a1u f 28eg); 27% (26eg f 13b1u) 3.41 0.0356 π f π*
81Eu 60% (26eg f 13b1u); 12% (12a1u f 28eg) 3.62 0.0058
91Eu 70% (25eg f 13b1u); 22% (12a1u f 29eg) 4.02 0.0700

F48PcZn(Ace)2
b 11Eu 90% (25a1u f 30eg) 1.87 0.8075 Q

21Eu 91% (24a1u f 30eg) 2.65 0.2024 π f π*
31Eu 62% (33b1u f 30eg); 22% (23a1u f 30eg) 2.86 0.5055 π f π*
41Eu 89% (32b1u f 30eg) 2.99 0.0021 π f π*
51Eu 56% (23a1u f 30eg); 27% (31b1u f 30eg) 3.13 0.1025 B2

61Eu 51% (25a1u f 31eg); 38% (31b1u f 30eg) 3.30 0.7449 B1

71Eu 41% (25a1u f 31eg); 28% (31b1u f 30eg) 3.37 0.3465 π f π*
81Eu 75% (28eg f 26a1u) 3.59 0.1101

a Contribution of less than 10% is not listed. b For convenience, we also use the label eg (of D4h symmetry) for the lower symmetry system.
c References 13 and 33.

Table 7. Calculated Properties of H16PcZn, F16PcZn, and F48PcZn with Axial Ligands of Cl and of Cl-

H16PcZn(Cl) F16PcZn(Cl) F48PcZn(Cl) H16PcZn(Cl-) F16PcZn(Cl-) F48PcZn(Cl-)

RCt‚‚‚N(Pc)
a (Å) 1.976 1.971 1.978 1.987 1.986 1.986

RCt‚‚‚Zn
b (Å) 0.761 0.774 0.736 0.710 0.695 0.695

RZn-Cl (Å) 2.232 2.214 2.200 2.269 2.250 2.249
QZn (e) 0.54 0.54 0.52 0.57 0.56 0.55
QCl (e) -0.45 -0.41 -0.44 -0.51 -0.45 -0.44
Ebind(PcZn-Cl)c (eV) 1.77 1.62 1.32 1.81 2.96 3.79
a Ct denotes the center of the Pc ring and RCt‚‚‚N(Pc) denotes the distance between Ct and N(Pc). b RCt‚‚‚Zn denotes displacement of the Zn

atom out of the Pc plane. c Binding energy between PcZn and Cl or Cl-.
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< F48PcZn-Cl-, where the F48PcZn-Cl- binding energy is
much larger than that of H16PcZn-Cl-. The values ofEbind

correlate well with the relative stabilities of these PcZn(Cl-)
complexes.13

4. Conclusions
The following main conclusions may be drawn from the
calculated results.

(1) While the strongly electron-withdrawing-C2F5 groups
on the Pc ring are able to change the ground state of PcFe,
they do not influence the ground state of PcCo.

(2) Corresponding to the downshifts of the valence MOs
caused by the peripheral substituents, the first ionization
potential (IP) is increased by∼1.3 eV from H16PcM to F16-
PcM and by another∼1.1 eV from F16PcM to F48PcM. A
similar increase in the EA is also found on going from H16-
PcM to F48PcM. These results account for the fact that the
F64PcM compounds are difficult to oxidize but easy to
reduce.13 The change from H16PcZn to F48PcZn does not
produce an obvious change in the LUMO-HOMO energy
gap, but large changes in the relative MO energies are found
between the b1g (HOMO-1) and b2g (HOMO-2) orbitals.

(3) The axial acetone (Ace) ligands in PcM(Ace)2 shift
the MO energy levels upward. There is a decrease of∼0.8
eV in IP from PcFe to PcFe(Ace)2, and a decrease of∼0.4
eV when the metal M is Co and Zn. Therefore, axial
coordination by (strong)σ-donors renders easier the oxidation
of the compound, as observed experimentally.13

(4) The calculated H16PcM-(Ace)2 binding energy (Ebind)
is small (<0.2 eV), particularly for M) Zn, indicating a
low affinity of the parent metal phthalocyanine for acetone.
TheEbind is increased to nearly 1 eV when the-C2F5 groups
are introduced at the periphery of the Pc ring. This rise
accounts for the experimental result13 that there is formation
of a F64PcZn(Ace)2 compound, but no H16PcZn(Ace)2 was
detected. On the other hand, the calculated PcZn-Cl-

binding energies can also account for the relative stabilities
of those PcZn(Cl-) compounds.

(5) The TDDFT calculated excitation energies for the PcZn
complexes are in quantitative agreement with available
experimental data. The substitution of 16 H-atoms in H16-
PcZn by F-atoms (i.e. from H16PcZn to F16PcZn) shifts the
Q and B bands to the red. A further red shift in the B1 band
occurs with partial replacement of eight F-atoms in F16PcZn
by -C2F5 groups, but there is no shift in the Q-band from
F16PcZn to F48PcZn. On the other hand, the calculated
electronic spectrum of F48PcZn is nearly the same as that of
F48PcZn(Ace)2, supporting an assumption that the results
(spectra) for the fluorinated phthalocyanines are virtually
independent of the presence or absence of axial ligands.13

(6) The calculated redox properties of gas-phase cobalt
phthalocyanines may be different from those measured in
solution. These differences are likely due to association of
specific solvent molecules with the complex.
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Abstract: NPzzT and µPzzT simulations of K-montmorillonite hydrates were performed employing

hybrid Monte Carlo simulations. Two condition sets were studied: P ) 1 atm and T ) 300 K

(ground level conditions) and P ) 600 atm and T ) 394 K; this last condition mimics a burial

depth close to 4 km. For these conditions, swelling curves as a function of the reservoir water

vapor pressure were built. We found the single layer K-montmorillonite hydrate stable for high

vapor pressures for both burial and ground level conditions. A simple explanation for this high

stability is given.

I. Introduction
Clays are layer type aluminosilicate minerals, existent
everywhere in nature and industry, hence the importance of
a detailed understanding of their physics and chemistry. They
are used as building materials, ceramics, and catalysts; they
are employed in cosmetics, as rheological modifiers for
paints, and in technological processes such as oil well
drilling. In this last application, the control of their stability
is a key for drilling success. During it, the use of water based
muds induce destabilization of shale and clay formations that
would disintegrate, or heave, upon contact with water.

One way to maintain stability of shales during the drilling
process is by addition of potassium salts to drilling muds.
This helps to avoid fluid loss and water infiltration. These
kind of muds, that contain potassium ions dissolved in the
water phase, are widely used for drilling water-sensitive
shales, specially hard, brittle shales. Potassium cations in
these systems replace ions such as sodium found in most
shales to produce less hydrated clays with significantly
reduced swelling potential. These ions also help to hold the
cuttings together, minimizing their dispersion into finer
particles. From all of the previous facts, a good understanding
of the role of potassium in the swelling clays such as
montmorillonite is mandatory, in particular at basin condi-
tions of hard experimental implementation.

Besides the experimental studies, computer simulations are
essential components of research on clay-water-cation
systems.1-13 These simulations give microscopic insights that
are difficult to access experimentally. There are, however,
not many computational studies on the swelling of mont-
morillonite hydrates for potassium interlayer cations.14-20 In
addition, excluding Hensen et al.7,17 and Tambach et al.20

works, these papers report solelyNPzzT andNVTsimulations,
where the number of water molecules per interlaminar space
is someway arbitrarily fixed, and hence, they do not show
the whole picture of swelling. A good example of this is
that hysteresis is naturally predicted by sampling in an open
ensemble,4,7,21without the need of measuring properties such
as water chemical potential,9 immersion energies,13 or
swelling free energies.12,22Finally, this paper focuses on the
stability of the different hydrates in contact with several
reservoirs, which differ in temperature, pressure, and water
activity.

The importance of potassium as swelling inhibitor of clays
and the above-mentioned reasons motivated us to study the
microscopic mechanisms underlying the behavior of K-
montmorillonite hydrates at equilibrium with different res-
ervoirs. We performed simulations of these systems in the
NPzzT andµPzzT ensembles, considering explicitly two clay
layers in the simulation box to avoid finite size effects. The
simulations were carried out for two condition sets. One at
ground level, withP ) 1 atm andT ) 298 K, and the other
one withP ) 600 atm andT ) 394 K, which corresponds
to an average burial depth close to 4 km.
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The paper is organized as follows. In section II, we briefly
describe the models and the methodology employed for
performing the simulations. The results are shown in section
III. Finally, section IV discusses the main results and extracts
some conclusions.

II. Methodology
A. The Model. A 4 × 2 layer of Wyoming type mont-
morillonite clay was built up by replication of the unit cell
given by Skipper et al.23 This layer hasLx ) 21.12 Å,Ly )
18.28 Å, andLz ) 6.56 Å dimensions. The Wyoming type
montmorillonite was obtained by isomorphous substitutions
of trivalent Al atoms of the octahedral sites by divalent Mg
atoms and tetravalent Si by trivalent Al atoms. The unit cell
formula of this clay is given byK0.75nH2O(Si7.75Al 0.25)(Al 3.5-
Mg0.5)O20(OH)4. Size effects were avoided by considering
two layers in the simulation box.4 Periodic boundary condi-
tions were imposed on the three space directions. The initial
configuration consists of water molecules randomly placed
in the interlaminar spaces and six potassium ions distributed
in the interlayer midplanes. These counterions balance the
negative charge of the clay framework keeping the system
electroneutral.

The rigid TIP4P model was used for water molecules,20,24

and the water clay interactions were taken from Boek et al.1

Here, site-to-site intermolecular interactions are given by
electrostatic and Lennard-Jones contributions

where subindexesi andj are for molecules, anda andb run
over all sites of each molecule.qa andqb are the correspond-
ing site charges,εab andσab are site-to-site specific Lennard-
Jones parameters, andrab is the intersite distance. The
Lennard-Jones parameters for single sites are shown in Table
1. Here, those parameters for Si were taken from Marry et
al.,25 and parameters for Al and Mg were assumed to be equal
to those of Si. The site-to-site Lennard-Jones parameters are
given by the Lorentz-Berthelot rules

On the other hand, the K-H2O interactions and those
between the oxygens of the clay and potassium ions are based
on the ones proposed by Bounds.26 Bounds potential is
chosen since, while simple, it produces K-TIP4P radial
distribution functions in agreement with available experi-
mental data and close to those obtained by hybrid quantum
mechanics/molecular mechanics (QM/MM) simulations,
which naturally account for the many body contributions to
the potential.27 That is, the K-O radial distribution function
peaks at 2.86 Å leading to a first shell oxygen coordination
number of 7.6, while high accuracy QM/MM simulations
performed at density functional theory level (LANL2DZ
basis set) give 2.81 Å of K-O distance and 8.3 of
coordination number. Experimental results give K-O dis-

tances between 2.7 and 3.1 Å and coordination numbers in
the wide range of 4-8.28,29 He fitted the following pair
potential for the K-H2O dispersion-repulsion contribution
obtained from ab initio calculations

yielding AKO ) 53884.0 kcal/mol,bKO ) 3.3390 Å-1, CKO

) 438.0 kcal Å4/mol, DKO ) -638.0 kcal Å6/mol, AKH )
5747.0 kcal/mol, andbKH ) 3.4128 Å-1. This intersite
potential, although somewhat more complicated than the
Lennard-Jones type, produces a much better match to the
ab initio data.26 This is clearly seen if one tries to fit eq 4
with a Lennard-Jones type potential. In fact, parameters
shown in Table 1 for potassium were obtained by this way,
yielding a poor match although reproducing the depth and
position of the pair-potential minimum. We observed that
the discrepancies are very pronounced at short distances,
where the Lennard-Jones potential shows a much harder
behavior. This explains why Boek et al. found a very large
dehydrated interlaminar space when they employed a Len-
nard-Jones type pair potential for K-O.14 Naturally, they
overcome this difficulty by employing the pair potential
proposed by Bounds.26

Nevertheless, since it is crucial for the hybrid Monte Carlo
simulations to keep the energy fluctuations as low as possible
in order to enlarge the acceptation rate,30 it is convenient to
avoid employing relatively long-range pair potential contri-
butions such as∼r-4, if no Ewald treatment is applied on
them. Hence, we refitted to eq 4 the following expression

by employing a Levenberg-Marquardt algorithm and con-
sidering several K-H2O configurations. The procedure yields
AKO ) 120750.2 kcal/mol,bKO ) 3.4110 Å-1, CKO ) 5153.8
kcal Å6/mol, AKH ) 2109.4 kcal/mol, andbKH ) 2.8515 Å-1.
We observed that avoiding the∼r-4 term the acceptance rate
enlarges more than three times for a small (inner) time step
of 0.8 fs. In general, both functions yield similar values of
the K-H2O potential energy. Minima are located practically
at the same distance although the depth of the fitted function
is 5% larger. For larger distances this difference decreases.
To check the obtained interaction potential, aNPTsimulation
containing 216 water molecules, a potassium cation, and a
chloride anion was performed atP ) 1 atm andT ) 293 K.

Table 1: Lennard-Jones Parameters for H2O-Clay-K
Interactionsa

sites ε (kcal/mol) σ (Å)

O 0.155 3.1536
H 0.000 0.0000
K 3.630 2.4500
Si 3.150 1.8400
Al 3.150 1.8400
Mg 3.150 1.8400

a Exceptions are the K-O and K-H interactions.

Uij ) ∑
a,b[qaqb

rab

+ 4εab[(σab

rab
)12

- (σab

rab
)6]] (1)

σab )
σa + σb

2
(2)

εab ) xεaεb (3)

UK-H2O
) AKOexp(-bKOrKO) - CKO/rKO

4 - DKO/rKO
6 +

AKHexp(-bKHrKH1
) + AKHexp(-bKHrKH2

) (4)

UK-H2O
) AKOexp(-bKOrKO) - CKO/rKO

6 +

AKHexp(-bKHrKH1
) + AKHexp(-bKHrKH2

) (5)
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The corresponding K-O and K-H radial distribution
functions,g(r), and coordination numbers,n(r), were studied.
These functions were observed to be very similar to those
reported by Bounds.26 That is, the K-O and K-H main
peaks are located at 2.83 and 3.29 Å, respectively, which
compare well with their corresponding values of 2.86 and
3.32 Å.26 The coordination number for theg(r) minimum
was found at 7.7 Å, in agreement with his value of 7.6 Å.26

Moreover, all these values are even closer to the results
obtained by QM/MM simulations.27 Hence, expression 5
seems to be suitable for our purposes.

Finally, we should mention that electrostatic contributions,
∼r-1, were treated through the implementation of the Ewald
summation formalism. Here the convergence factor was fixed
to 5.6/Lmin, whereLmin is the minimum simulation box side.
There were set five reciprocal lattice vectors for the directions
along the shortest sides and six vectors for the direction along
the largest side.31 The dispersion-repulsion contributions
were corrected using the standard methods for homogeneous
fluids,32 and a spherical cutoff ofLmin/2 was imposed.

B. Simulations. Simulations were performed employing
the hybrid Monte Carlo (HMC) method.21,30 This technique
allows making global moves while keeping a high average
acceptance probability. Global moves are done as follows
from molecular dynamics (MD), i.e., by assigning velocities
and by using a particular scheme for integrating the Newton’s
equations of motion. Velocities are assigned randomly from
a Gaussian distribution in correspondence with the imposed
temperature and in such a way that total momentum equals
zero for both interlaminar spaces. To fulfill detail balance
condition, the discretization scheme must be time reversible
and area preserving.30 In particular, we employed the multiple
time scale algorithm given by Tuckerman and Berne.33 This
algorithm has the property of splitting the forces into short
and long range. The Lennard-Jones contribution plus the real
part of the electrostatic forces are set as short range, and the
reciprocal space contribution of the electrostatic forces is
set as long range. To decrease time correlations a new
configuration is generated each 10 integration steps. The
probability to accept this new configuration is given by

where∆H is the difference between the new and previous
configuration Hamiltonians, andâ is the inverse of the
thermal energy. The long time step is set to 8 times the short
time step, and the short time step is chosen to obtain an
average acceptance probability of 0.7.30 This way, we
obtained short time steps close to 1.0 and 0.5 fs for systems
containing 10 and 100 water molecules per interlaminar
space, respectively. As can be seen, the time step shortens
with increasing the system size, since energy fluctuations
enlarge. This is why HMC is not very efficient for systems
counting on a large number of movable sites. This is not
our case, since few ions and water molecules are the only
contributors to energy fluctuations. This makes HMC a
reasonable choice. In fact, the time steps we are obtaining
are similar to those usually employed for typical MD
calculations.5,11,20,25

For sampling in theNPzzT ensemble, after a trial change
of particles’ positions, a box change is attempted in such a
way that the stress normal to the surface of the clays,Pzz, is
kept constant. For this purpose, box fluctuations are allowed
only in thez-direction, and the probability for accepting the
new box configuration is given by

Here,∆U is the change in the potential energy,∆V is the
volume change,N is the total number of molecules, andVn

andVo are the new and old box volumes, respectively.4

For sampling in an open ensemble, the possibility of
insertions and deletions of water molecules has to be
considered. Water insertions and deletions were performed
by Rosenbluth sampling.17,21TheµPzzT ensemble21 was used
to obtain the equilibrium states when the system is in contact
with a reservoir at certain temperature, pressure, and water
chemical potential. For this purpose, the algorithm must
sample the probability density of finding the system in a
particular configuration, i.e.,

Hence, particle movements, insertions, deletions, and box
changes must be done as in a typicalNVT, µVT, andNPzzT
sampling.34 In particular, after trying a change of particles’
positions, we performed tries of inserting-deleting water
molecules. This is done by randomly calling both possible
trials in such a way that calls are equally probable. Since
accepting insertions or deletions are rare, we repeat this step
10 times or until any insertion or deletion is accepted. In
case of refusing the 10 insertion-deletion trials, we per-
formed a box trial move.35 In this way, the system rapidly
evolves to an equilibrium state. For some conditions,
however, two free energy local minima appear, which are
accessed by handling initial conditions.

III. Results
Results are presented in two subsections. These areSampling
in the NPzzT EnsembleandSampling in theµPzzT Ensemble.
Each part presents the results for ground level conditions,
i.e, T ) 298 K andP ) 1 atm, and for 4 km of burial depth,
i.e,T ) 394 K andP ) 600 atm, assuming average gradients
of 30 K/km and 150 atm/km.

A. Sampling in the NPzzT Ensemble.Let us first focus
on the swelling behavior of the K-montmorillonite hydrates
under ground level conditions. This is shown as a plot of
the interlaminar distance as a function of the number of water
molecules obtained byNPzzT simulations. This curve starts
from a dehydrated state having an interlaminar distance of
10.4 Å, which is somewhat larger than the experimental value
of 10.1 Å.36 For a small number of water molecules, the
system reaches interlaminar distances above 11 Å, which
slightly increases with increasing the number of water
molecules producing a plateau. This plateau shows inter-
laminar distances in the range 11.3-12.3 Å, which are clearly
lower than those produced by Na-montmorillonite.4,9

P ) min{1, exp(-â∆H)} (6)

P ) min{1, exp[-â(∆U + Pzz∆V - Nâ-1ln(Vn/Vo))]} (7)

NµPzzT∝
VNexp{-â[U - µN+PzzV]}

Λ3NN!
(8)
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This might be seen as something unexpected, since
potassium ions are much larger than sodium ions. As we
comment ahead, this is due to the different interlayer
structures that sodium and potassium ions generate. For 60
water molecules per interlaminar space, there is a jump from
a single water layer to a double water layer, which yields an
interlaminar distance of 13.9 Å. For larger amounts of water
the system increases almost linearly, producing a very small
step when jumping from a double to a triple water layer
structure.

Our findings are similar to those reported by Boek et al.14

We included them in Figure 1 to make the comparison easy.
It is seen that trends are practically equal. This indicates that
differences in models and methods are not very important.
Nevertheless, they always obtain slightly smaller interlaminar
distances for a given number of water molecules. This
difference is always lower than 2%, except for the dehydrated
state and the points close to 100 water molecules, where
differences close to 5% are observed. Since in our case the
jump from a single to a double layer is obtained for a lower
amount of interlaminar water, the points that correspond to
55-60 water molecules also show a larger difference.
Anyway, differences seem reasonable taking into account
the differences in pair potential definitions, box sizes, and
methodologies.

The structure of the interlaminar space for the system
containing 40 water molecules per interlaminar space is
shown in Figure 2. A high and narrow oxygen peak at the
interlaminar midplane, three hydrogen peaks, one coinciding
with the oxygen peak and the other two symmetrically
situated at both sides, and a single potassium ion peak, also
at the interlaminar midplane, are observed. Most of these
results agree with others previously reported.14,16,17It should
be noted that this structure contrasts with that one of the
Na-montmorillonite single layer hydrate. In this case, sodium
ions are distributed at the sides of the oxygen peaks, closer
to the clay sheets, some of them being strongly attached to
the clay surface and so forming inner-sphere surface
complexes.15 This makes water molecules to cluster in two
layers joined at the interlaminar midplane, producing an
oxygen double peak.21,37 Naturally, this effect widens the
interlaminar space, despite the smaller size of sodium ion.

The radial distribution functions and coordination numbers
for K-O sites were also studied. Maing(r) peaks are situated
at 2.77, 2.90, and 2.83 Å for water, clay, and total oxygen

sites, respectively. Although they are close to the one
observed for bulk potassium water solution, a contraction is
seen for the K-O water distance as a consequence of
confinement. On the other hand, the relatively large K-O
clay distance is due to the distribution of the potassium ions
around the midplane of the interlayer space. The coordination
numbers for the first shell of oxygen atoms are 5.1, 5.0, and
10.1 for water, clay, and total oxygen sites, respectively. The
clay and total coordination numbers are somewhat inflated
due to the smaller separation of the O-O sites of the clay.
This explains why the total coordination number is larger
than the one found for bulk. It should be noted the large
contribution of the clay to the total coordination number.
This suggests that potassium ions are interacting with both
clay sheets at the same time. In addition, the large K-O
clay distance may be indicating that potassium ions are
directly contributing to attract both layers toward the
midplane and hence holding the sheets close to one another.

All the already pointed features are illustrated in Figure
3. For instance, it is observed that potassium ions are
practically centered on the interlayer midplane with an
approximate average of 5 water molecules surrounding each
ion. It is also possible to see how ions tend to separate from
each other, and that one of them is always close to a
tetrahedral aluminum (these sites are not highlighted in the
figure). Moreover, it is shown that there are no water
molecules interposed between the potassium ions and the
clay sheets. Hence, potassium ions are behaving as inner-
sphere complexes but simultaneously with both clay layers.
To see this even clearer, Figure 4 was built by rotating and
zooming in Figure 3. Here, a potassium ion and its inner
water shell are shown. As can be seen, only 5 water
molecules surround the ion that coordinates with two oxygen
atoms from each clay. For this particular case, are also seen
average K-O distances of 2.81 and 3.04 Å for water and
clay, respectively.

As mentioned before, for 60 water molecules a double
layer hydrate is formed. This double layer hydrate becomes
fully developed for 80 water molecules, where an interlayer
distance close to 15.0 Å is observed. For this system, the
oxygen, hydrogen, and potassium profiles are shown in
Figure 5. Here, the two oxygen peaks are a signature of the

Figure 1. Interlaminar distance as a function of the number
of water molecules per interlaminar space.

Figure 2. Oxygen, hydrogen, and potassium density profiles
of the interlaminar space. The water amount was fixed to 40
molecules per interlaminar space.
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double water layer structure. For each oxygen peak a
potassium peak and two hydrogen peaks are found. The
potassium peak is found almost coinciding with the oxygen
peak but slightly displaced at the side closer to the clay sheet.
This suggests the formation of inner-sphere complexes. On
the other hand, a small hydrogen peak is found at the side
closer to the clay sheet and a larger one closer to the
interlaminar midplane. Hence, the third hydrogen peak found
for the one layer case is missing here.

For this configuration, maing(r) peaks are located at 2.83,
2.75, and 2.79 Å for water, clay, and total oxygen sites,
respectively. Hence, the K-O distance for water is not
contracted anymore but equal to the bulk water K-O
distance. On the contrary, the K-O distance for the clay
decreased 0.17 Å. Moreover, this distance is found to be
almost constant for systems having more than 60 water
molecules, strongly suggesting that this is the natural average
K-O distance for a potassium ion attached to the siloxane
surface. Hence, the distance found for the single layer hydrate
would be elongated as a result of the pressure the water
molecules produce on the clay surfaces. The corresponding
coordination numbers are 6.8, 2.8, and 9.6 for water, clay,
and total oxygen sites, respectively. As can be seen, the
coordination number for the clay is much lower than the
value found for the single layer hydrate. This means that
potassium ions are coordinated to only one clay layer for
the double layer hydrate. Finally, and as expected, K-O
water coordination numbers increase with the number of
water molecules, whereas K-O clay and K-O total coor-
dination numbers decrease. A snapshot of this two layer
hydrate is shown in Figure 6. We should mention that the
structure of the inner-sphere complexes we found in this case
are very similar to those already reported by Sposito et al.19

(not shown here).
For burial conditions the interlaminar distance increases

for a given number of water molecules per interlaminar
space. This is shown in Figure 7, where it shows the

Figure 3. Snapshot of an equilibrated system having 40 water
molecules. H sites are white, O are gray, and K are black.
The wireframe represents the clay structure. The topmost
image is a side view, and the lower image is the corresponding
top view.

Figure 4. Zoom in of a potassium ion and its coordination
shell taken from Figure 3. Only water molecules having K-O
distances smaller than 3.7 Å are shown. Distances in the
figure are given in Å.

Figure 5. Oxygen, hydrogen, and potassium density profiles
of the interlaminar space. The water amount was fixed to 80
molecules per interlaminar space.

Figure 6. Snapshot of an equilibrated system having 80 water
molecules per interlaminar space. H sites are white, O are
gray, and K are black. The wireframe represents the clay
structure.
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interlaminar distance as a function of the number of water
molecules for burial and for ground level conditions. This
increment is more pronounced for large amounts of water.
This is an expected behavior since water molecules occupy
larger effective volumes at burial conditions.9 Consequently,
profiles turn less sharp, i.e, peaks broad and shorten, as it is
shown in Figure 8. This was seen experimentally by Skipper
et al., although for a Na-montmorillonite system.38 On the
other hand, trends for both the ground and burial data are
very similar, i.e, jumps are found at equal numbers of water
molecules. This last finding differs from the one found for
Na-montmorillonite, where the single layer to double layer
jump occurs for 60 or 50 water molecules, depending on
the burial depth.9

B. Sampling in the µPzzT Ensemble.Sampling in this
ensemble allows the system to reach equilibrium with a
reservoir whose temperature, pressure, and, in our case, water
chemical potential are fixed. We employed the expression
âµ ) âµ0 + ln(p/p0), where p0 is the vapor pressure at
equilibrium with liquid water whose chemical potential is
µ0, andp is the vapor pressure. For the TIP4P water model
with T ) 298 K andP ) 1 atm, we employedâµ0 ) -17.4.
This value was obtained byNPTsimulations of bulk TIP4P
water21 and using the Rosenbluth sampling method explained
elsewhere.17,34It is in good agreement with the value reported
by Chávez-Páez et al.,4 and it is 2.5% larger than the one

reported by Tambach et al.20 For T ) 394 K andP ) 600
atm, âµ0 ) -13.4 was obtained.21

The evolution of the interlaminar distance and number of
water molecules for ground level conditions and forp/p0 )
0.4 is shown in Figure 9. Here, the initial conditions were
16 Å for the interlaminar distance and 60 water molecules
per interlaminar space. It is observed that the system reaches
approximately 65 water molecules and 14.3 Å of interlaminar
distance at the initial simulation steps. This happens so fast
since the system is initially very far from equilibrium.
Immediately after, the system starts slowly losing water
molecules and decreasing its interlaminar distance on its way
toward equilibrium. It is observed that, once the system
reaches 13.5 Å of interlaminar space, it quickly falls down
to 12.2 Å, losing many water molecules during the process.
This is a signature of the transition from a double layer
hydrate to a single layer hydrate. The amount of water that
signals the transition goes from 55 to 45 molecules. This
agrees with theNPzzT results, where a single to a double
layer transition is observed in the range of 40-60 water
molecules and 12.2-14.3 Å. After the transition, it is
observed that the system takes several steps to finally reach
equilibrium at approximately 40 000 steps. In this case,
sampling was performed in the step range of 40 000-70 000.
For this particular run 12.0 Å of interlaminar space and 39.3
water molecules were obtained.

Many runs were performed in order to build up Figure
10. For ground level conditions, this figure shows the
interlaminar distance and number of water molecules at
equilibrium with reservoirs having different water vapor
pressures. For zero vapor pressure, no matter what the
established initial conditions, the system is forced to eliminate
all of its water content, and so, the dehydrated state is yielded.
This has 10.40 Å of interlaminar space, as was found in the
preceding section. For increasing the vapor pressure, the
system starts to uptake water molecules from the reservoir

Figure 7. Interlaminar distance as a function of the number
of water molecules per interlaminar space for burial conditions.
For comparison, the dotted line corresponds to ground
conditions (from Figure 1).

Figure 8. Oxygen, hydrogen, and potassium density profiles
of the interlaminar space. The water amount was fixed to 40
molecules per interlaminar space for burial conditions.

Figure 9. Step evolution of the interlaminar distance and
number of water molecules obtained by µPzzT sampling. In
the lower plot, dashed lines correspond to each interlaminar
space, whereas the solid line is the average. Initial conditions
were 16 Å and 60 water molecules per interlaminar space.
Established conditions were T ) 298 K, P ) 1 atm, and p/p0

) 0.4.
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producing larger interlaminar distances. Nevertheless, the first
water layer saturates for vapor pressures over 0.2p0, and so,
a plateau is generated. Again, this single layer hydrate is
produced forp/p0 e 0.4 for all initial conditions.

For higher vapor pressures, however, at least two equi-
librium states are yielded. That is, depending on the
established initial conditions, the system may produce a
double or a single layer hydrate. Hence, the topmost lines
of both plots of Figure 10 correspond to an initial configu-
ration of 60 water molecules and the others to an initial
configuration of 10 water molecules. These two equilibrium
states are stable up to water vapor saturation, producing an
open hysteresis cycle. The single layer state yields inter-
laminar distances ranging in 11.82-12.06 Å and amounts
of water in the range of 30.1-41.8 molecules. The double
layer state produces interlaminar distances in the range
14.91-15.16 Å and numbers of water molecules ranging in
76.7-80.6. These data contrast with those obtained for Na-
montmorillonite.21 In this case, both initial conditions predict
only a single layer hydrate forp/p0 e 0.2. In addition, this
single layer hydrate yields values of the interlaminar distance
in the range of 12.34-12.73 Å, having 34.6-47.5 water
molecules.21 Therefore, it becomes evident the K-mont-
morillonite tendency to produce single layer hydrates even
for relatively high vapor pressures and the small interlaminar
distance and amounts of water it yields. On the other hand,
the double layer plateaus for potassium and sodium do not
behave very differently for high vapor pressures.

We should also compare our results with the experimental
data obtained by Be´rend et al.,39 Calvet,36 and Sato et al.40

For this purpose, these data are also included in Figure 10.
It should be pointed out that these data are direct measure-
ments of interlaminar distances against the relative vapor
pressure. Here, Be´rend et al.’s data were obtained as the
evolution of the interlaminar distance for a dehydration
process, by starting from a double or a single layer hydrate.
Similarly, Calvet presents his data by starting from a double
or a single layer hydrate, but for a hydration process. Sato
et al.’s data are also obtained by hydration.

The best agreement between our simulations and experi-
ments is produced when comparing with the data of Be´rend
et al.39 We highlight the double layer hydrate formation for
the range of relative vapor pressures of 0.6-1.0; the single
layer hydrate which keeps stable even for saturated vapor
pressures; the very good agreement for the basal space for
the single layer hydrate; and the relative good agreement
for the double layer hydrate interlaminar distance, close to
15.5 Å. Calvet’s data also are in general agreement with our
simulations. He observed a very stable single layer hydrate,
with interlaminar distances ranging in 11.8-12.5 Å. Nev-
ertheless, he obtained a very unstable double layer hydrate.
Only for relative vapor pressures of 0.9-1.0 this hydrate
was observed. Its interlaminar distance is in the range of
15.2-16.0 Å. Sato et al.’s data also lead to similar inter-
laminar distances for the single and double layer hydrate.
Finally, the single layer hydrate interlaminar distances also
well agree with data reported by Brindley and Brown.41 For
0.32, 0.52, and 0.79p0 of vapor pressure they reported 11.9,
11.9, and 12.1 Å, respectively.

On the other hand, the most important discrepancy with
experiments is that they obtained interlaminar distances close
to 10.0 Å for the dehydrated state, which seems to be stable
up to a relative vapor pressure ranging in 0.1-0.3. We think
that if we were capable of reproducing the correct dehydrated
distance, i.e., 10.0 instead of 10.4 Å, this state would
probably become stable for small vapor pressures, as they
found.

Experimentalists agree that for relative vapor pressures
ranging from 0.0 to 0.4, a mixture of the dehydrated state
and the single layer hydrate coexists, i.e., there is interstrati-
fication. Similarly, they observed the coexistence of double
and single layer hydrates, for high relative vapor pressures.
In fact, Calvet refers to his own data as “apparent distances”;
Bérend et al. conclude that all montmorillonites (they studied
Li, Na, K, Rb, and Cs-montmorillonites) form interstratified
hydrates; and Sato et al. observed several “nonintegral basal
reflections”, which are interpreted as “random or segregated-
type interstratification of collapsed and expanded layers”.
An example is the 13.81 Å of interlaminar distance he
obtained for the relative vapor pressure of 0.9. This point
does not match either a single or a double hydrate inter-
laminar distance, as it is clearly seen in Figure 10. It is
important to mention that the general belief is that inter-
stratification occurs due to chemical heterogeneities of the
clay layers. It was already proven by simulations that changes
on the positions of the clay substitutions produce different
interlaminar distances (although differences are not very
pronounced). Hence, these heterogeneities surely lead to
quasihomogeneous states and, probably, to interstratified
ones. On the other hand, a perfect system like ours shows
the double and the single layer hydrates to be stable for
identical conditions. Hence, we do not see any reason for
this not to occur in a real system. In other words, we think
that this is another source of interstratification, which arises
just as a consequence of the inherent thermodynamics of the
perfect system. In fact, similar conclusions are deduced by
Tambach et al.22

Figure 10. Interlaminar distance and number of water
molecules per interlaminar space as a function of the vapor
pressure for ground level conditions. Symbols 0 and O

correspond to initial conditions of 10 water molecules and 11.5
Å of interlaminar distance and 60 water molecules and 16.0
Å of interlaminar distance, respectively.
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Table 2 shows the main peak positions and the first shell
coordination numbers for the systems equilibrated at different
relative vapor pressures and for a single and a double water
layer configurations. This was done to prove that the shifts
of the water and clay peaks mentioned in the preceding
section are indeed significant over a wide range of vapor
pressures. As can be seen for the single layer hydrate, the
K-O water clay position is practically constant and equal
to the one found from theNPzzT sampling. Also the double
layerpw is close to the value found in the previous section,
i.e, similar to the K-O bulk water position. On the other
hand,pc increases for increasing the relative water pressure,
reaching a plateau atp/p0 g 0.3. The plateau value is close
to 2.89 Å, which is also similar to the value found in the
preceding section. The decrease of this distance withp/p0 is
a consequence of the decrease of the interlaminar distance
with it. For the double layer configuration it also confirmed
a value close to 2.76 Å. Hence, the shifts of these peaks are
relevant and not just casual values obtained for some
particular conditions. From Table 2 it is seen that the values
for the coordination numbers also agree with those presented
in the previous section.

To evaluate the effect of the burial depth on the K-
montmorillonite swelling curves, Figure 11 was built forT
) 394 K andP ) 600 atm. Additionally, results for ground
level conditions were included to make the comparison easy.
As can be seen, for initial conditions of 10 water molecules

and a small interlaminar space, the interlaminar distance is
slightly smaller than those obtained for ground level condi-
tions. This combines with the fact that water molecules
occupy a larger effective volume for burial conditions, and
so, the number of water molecules decreases. In other words,
the single layer hydrate of K-montmorillonite dehydrates
under burial conditions. Furthermore, this single layer hydrate
is stable even for a saturated water vapor pressure. Again,
this contrasts with the results we obtained for Na-mont-
morillonite,21 where the single layer hydrate was found to
be unstable for large water activities. Moreover, forp/p0 )
1.0, the K-montmorillonite single layer hydrate yields 12.07
Å of interlaminar space and 40.4 water molecules, which
seems to be far from the transition range of 45-55 water
molecules previously found.

The double layer hydrate behaves differently. That is, it
keeps constant its water content, and it slightly increases its
interlaminar distance. As found for ground level conditions,
it collapses forming the single layer hydrate forp/p0 < 0.6.
On the other hand, for a saturated vapor pressure the system
monotonically increases its amount of water as the simulation
evolves. In this last case we stopped the simulations when
reaching 180 water molecules, and thus, we assumed that
the system entered the osmotic regime.

In summary, these results indicate that once formed the
K-montmorillonite single water hydrate will not be desta-
bilized neither at ground level conditions nor at burial depths.
In addition, if the reservoir vapor pressure fells down 0.4p0

the single water hydrate will form.

IV. Discussion and Conclusions
Single and double layer hydrates of K-montmorillonite were
studied by means ofNPzzT andµPzzT simulations. For that
purpose a hybrid Monte Carlo scheme was employed. Most
results from theNPzzT sampling just confirm those previously
reported elsewhere,14,15,17-19 suggesting that differences in
models and methods are not very important.

We found different clay-water-ion complexes for the
single water hydrate. They consist of an average of 5 water
molecules surrounding a potassium ion that additionally
coordinates with two oxygen atoms of each closest clay layer.
These potassium ions are placed at the interlayer midplane,
and so, distances between them and the oxygens of the clay
are slightly larger than those observed for the double layer
hydrate. It should be mentioned that these midplane ions were
reported by previous works as forming outer-sphere com-
plexes.14,16 In fact, Chang et al.16 found that these midplane
ions have a relatively large mobility, since potassium ions
neither strongly coordinate to water molecules nor strongly
interact with the clay surfaces. This is, indeed, characteristic
of an outer-sphere complex. This explains why they call them
in this way. Nonetheless, the inner-sphere definition given
elsewhere15 says literally “The surface complex is inner-
sphere if the cation is bound directly to a cluster of surface
oxygen ions, with no water molecules interposed”. Accord-
ingly, our midplane potassium ions form inner-sphere
complexes but simultaneously with both clay layers. Nev-
ertheless, we expect them to have a diffusivity similar to
that reported by Chang et al.15 This is a clear difference

Table 2: g(r) Main K-O Peak Positions, p, and First Shell
Coordination Numbers, n, for Systems under Different
Water Vapor Pressures, p/p0

a

single water layer double water layer

p/p0 pw pc nw nc pw pc nw nc

0.1 2.77 2.83 4.83 5.32
0.2 2.77 2.85 4.96 5.11
0.3 2.77 2.88 5.19 4.94
0.4 2.77 2.90 5.17 4.96
0.6 2.76 2.89 5.15 4.93 2.80 2.75 6.62 3.16
0.8 2.76 2.88 5.24 4.85 2.82 2.77 6.77 2.82
1.0 2.76 2.90 5.19 4.89 2.81 2.75 6.71 2.95

a Subindexes w and c refer to water and clay, respectively. Peak
positions are given in Å.

Figure 11. Interlaminar distance and number of water
molecules per interlaminar space as a function of the vapor
pressure for burial conditions. For comparison, the dotted line
corresponds to ground conditions (from Figure 10).
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between this kind of inner-sphere complex and the typical
inner-sphere complex, where ions are strongly coordinated
to one of the surfaces.15 This simultaneous coordination of
potassium ions with oxygen atoms of the two adjacent clay
layers plus their relatively large coordination distances
suggests to us that these complexes are attracting the clay
layers toward the interlayer midplane, aiding to keep them
together.

Although the previous finding seems to explain the
stability of the single layer hydrate found experimentally,
we should also reproduce computationally this behavior.
Hence,µPzzT simulations were carried out. This ensemble
lets interchange water with a given reservoir and volume
fluctuations. So, for any given water vapor pressure of the
reservoir, an average amount of water and an average
interlaminar distance are found. However, two different
equilibrium states may be produced, pointing to the formation
of free energy local minima,20 which are accessed by handling
initial conditions. This produces hysteresis loops.20 We found
that for initial conditions close to the dehydrated state, a
single water layer is always obtained for any nonzero vapor
pressure, signaturing its high stability. The amount of water
of this single layer slightly increases as the vapor pressure
increases. This was obtained for ground level and burial
conditions. The interlaminar distance for the ground level
state is always close to 12.0 Å. The number of water
molecules was found to be close to 38 for ground level
conditions and about 36 for burial conditions. This is due to
the larger effective volume the water molecules occupy at
higher temperatures.

On the other hand, the stability of the double layer hydrate
differs from that one of the single layer. For both conditions
studied, it was seen that the double layer collapses to form
the single layer for vapor pressures under 0.4p0. In addition,
this double layer was found to be unstable for burial depth
and for saturated vapor pressures, producing a hydrated state
in the osmotic regime.

We should point out that these results agree with those of
Boek et al.14 In their Figure 3 is shown the potential energy
of the interlayer water as a function of the number of water
molecules. It can be seen that the potassium curve is very
different than the sodium and lithium ones only for small
amounts of water (it shows much higher energy values, even
well above the water bulk reference). This supports our
finding of an extremely stable single water hydrate. Never-
theless, they claim that potassium is a good swelling inhibitor
due to its ability to migrate and bind to the clay surfaces.
Hence, the negatively charged surface becomes screened,
making its inherent repulsion less effective. We agree that
this mechanism explains the relatively high stability of double
layer hydrates and even explains the stability of K-mont-
morillonite hydrates in the osmotic regime. However, it
cannot explain the remarkable stability of the single layer
hydrate, since at least a double layer is needed to obtain the
binding between ions and surfaces. This fact makes us think
that midplane potassium ions are playing an important role
in the stability of single layer hydrates.

Despite the thinking that the potassium simultaneously
binding to adjacent layers is the key to the single layer

hydrate stability, we do not think it is the only factor. Lowest
interaction energy for the pair K-TIP4P water is close to
-20 kcal, which is higher than that for Na-TIP4P of
approximately-25 kcal. This means that potassium ion does
not strongly interact with water, and, therefore, it easily loses
water from its coordination shell. In other words, the water
chemical potential of the interlayer is not very negative. That
is, water may be more comfortable in bulk than in the
interlayer, surrounding the ions. As mentioned by Sposito
et al.,19 potassium ions show a kind of “hydrophobic
character”, in the sense that they tend to interact with water
molecules not only through their positive charge but also
through solvent cage formation. Consequently, some of the
water oxygen atoms may be easily exchanged by oxygen
atoms from the clay surface.

Finally, for drilling purposes and based on our results, it
seems to not be enough to add potassium to the mud in order
to guarantee the single layer water formation and, in this
way, avoid swelling. One should simultaneously decrease
the mud water activity to safely produce the single layer state.
Once obtained, the clay will not swell at all.

Acknowledgment. This research was supported by
Instituto Mexicano del Petro´leo Grant D.00072.

References

(1) Boek, E. S.; Conveney, P. V.; Skipper, N. T.Langmuir1995,
11, 4629-4631.

(2) Boek, E. S.; Sprik, M.J. Phys. Chem. B2003, 107, 3251-
3256.
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Abstract: The hydrogen bonded structure and dynamics of liquid-vapor interfaces of aqueous

methanol solutions of varying compositions are investigated by means of molecular dynamics

simulations. The dynamical aspects of the interfaces are investigated in terms of the single-

particle dynamical properties such as the relaxation of velocity autocorrelation and the

translational diffusion coefficients along the perpendicular and parallel directions and the dipole

orientational relaxation of the interfacial water and methanol molecules and also in terms of the

relaxation of water-water, water-methanol, and methanol-methanol hydrogen bonds at

interfaces at 298 K. The results of the interfacial dynamics are compared with those of the

corresponding bulk phases. The inhomogeneous density, anisotropic orientational profiles,

surface tension, and the pattern of hydrogen bonding are calculated in order to characterize

the location, width, microscopic structure, and the thermodynamic aspects of the interfaces and

to explore their effects on the interfacial dynamical properties of water and methanol molecules.

1. Introduction
A detailed knowledge of the molecular properties of liquid-
vapor interfaces of molecular liquids is important in the
understanding of equilibrium and dynamical aspects of
various chemical processes that occur at such interfaces. The
present paper deals with the equilibrium and dynamical
behavior of liquid-vapor interfaces of aqueous methanol
solutions of varying composition. Monohydroxyl alcohol-
water mixtures are interesting not only because of their
ubiquitous nature but also due to their importance as model
systems. The amphiphilic nature of alcohol molecules makes
them excellent probes for studying the structure of aqueous
solutions since they strongly interact with water through
hydrogen bonding. Also, depending on the size of their alkyl
groups, the alcohol molecules perturb the water structure
through hydrophobic hydration as well. The molecular
structure of liquid water consists of a tetrahedral network of
hydrogen bonds. X-ray and neutron diffraction studies of
liquid methanol1,2 have shown that each methanol molecule
engages in approximately two hydrogen bonds giving rise
to a chainlike structure similar to that found in the solid state.
The chainlike structure has also been found in recent first
principles simulations of liquid methanol.3 When mixed with
water, it has been found that the water-methanol mixtures

show many interesting nonideal behavior in terms of both
their equilibrium and dynamical properties.4-12 Mixing of
methanol with water causes structural changes in the liquid
due to rather strong interactions of water with the alcohol
molecules. Several simulations have been carried out on
dilute solutions of methanol in water.13-16 In particular, we
note the Monte Carlo study of Jorgensen and Madura13 who
used a methanol potential16 with explicit methyl hydrogens
to study the solvation and conformation of methanol in water.
The preferred conformation of a methanol molecule in water
was found to be staggered, and the water molecules were
found to form a cage around the methyl group. Subsequently,
experimental studies based on neutron diffraction and
isotopic substitution provided a detailed description of the
structure of a hydration shell around a methanol molecule.17

The water molecules were found to form a loose hydrogen
bonded shell around the methanol at a carbon-to-water
distance of≈3.7 Å supporting the picture of cagelike
hydration of methanol in aqueous solutions.

There have also been a number of simulation studies on
water-methanol mixtures of higher methanol concentrations
in bulk liquid phases.18-25 However, studies of liquid-vapor
interfaces of water-methanol mixtures have received rela-
tively less attention. Matsumoto et al.26 studied the structural

1221J. Chem. Theory Comput.2005,1, 1221-1231

10.1021/ct050098d CCC: $30.25 © 2005 American Chemical Society
Published on Web 10/12/2005



and thermodynamical aspects of liquid-vapor interfaces of
water-methanol mixtures for a wide range of concentrations
by using molecular dynamics simulations. They reported that
the outermost layer of the interface is saturated with methanol
even at low bulk concentrations of methanol. They also found
that the density of water is enhanced as compared to the
bulk density just inside the adsorbed methyl layer. The work
of Matsumoto et al.26 involved nonpolarizable models for
both water and methanol molecules. Very recently, polariz-
able models have also been employed to study the liquid-
vapor interfaces of pure methanol27 and also of water-
methanol mixtures.28 These studies provided information on
the variation of dipole moment across the interfaces which
otherwise could not be obtained by using nonpolarizable
models.

The experimental studies of the molecular orientational
behavior of liquid-vapor interfaces primarily involve the
surface specific methods such as second harmonic generation
(SHG) and sum frequency generation (SFG). These methods
have been used to investigate molecular orientation at a wide
variety of interfaces involving pure water or aqueous
solutions29-45 including water-methanol mixtures.29-31 It was
found that the orientational order of methanol molecules at
the surface of water-methanol increases with a decrease of
methanol concentration. Very recently, Rao and co-workers46

investigated the surface composition of water-alcohol
mixtures by a combination of molecular beam and mass
spectroscopic measurements. In this study, which was the
first direct experimental verification of surface enrichment,
alcohols of varying chain length were considered including
methanol. The surfaces were found to be enriched by alcohol
as compared to the bulk liquid composition, and the extent
of enrichment was found to depend on the chain length of
the alcohol molecules. Even for the mixture of water with
the shortest alcohol of methanol, the surfaces were found to
be enriched by the alcohol molecules.

We note that all the existing theoretical and experimental
studies on liquid-vapor interfaces of water-methanol
mixtures deal with their structural and thermodynamical
properties. The dynamical properties, both of single mol-
ecules and hydrogen bonded pairs, at the liquid-vapor
interfaces of water-methanol mixtures have not yet been
investigated. We note that, for water-methanol mixtures,
the dynamics of the interfaces is expected to be intimately
related to the structure and energetics of hydrogen bonds
that are present at such interfaces. Thus, it would be
worthwhile to make a detailed molecular-level investigation
of the hydrogen bonding and dynamical properties of liquid-
vapor interfaces of water-methanol mixtures. The present
work makes a contribution toward this end.

In this work, we have carried out molecular dynamics
simulations of liquid-vapor interfaces of water-methanol
solutions at varying composition. Our main focus has been
to calculate the hydrogen bond and dynamical properties such
as the average number of hydrogen bonds per molecule in
different regions, the lifetimes of hydrogen bonds, the
relaxation of the perpendicular and parallel components of
velocity autocorrelation function and diffusion, and also the
relaxation of single-particle dipole orientational correlation

function of the interfacial water and methanol molecules.
The dynamical properties of the interfaces are compared with
those of the bulk phases. In addition, we have also calculated
the inhomogeneous density and orientational profiles, surface
tension, and also the distribution of hydrogen bonds as the
dynamical properties of the interfaces are intimately related
to these equilibrium quantities. Also, the density profiles help
us to characterize the location and thickness of the interfaces.

The outline of the present paper is as follows. The details
of the simulations including the construction of the interfaces
and their characterization in terms of density profiles are
presented in section 2. Calculations of interfacial structures
and surface tensions are described in section 3. In section 4,
we have discussed the hydrogen bond patterns in the bulk
liquid and at the interfaces, and section 5 deals with the
simulation results of the single-particle dynamics at the
interfaces. The results of hydrogen bond dynamics are
presented in section 6, and our conclusions are briefly
summarized in section 7.

2. Details of Models, Simulation Method, and
Construction of the Interfaces
We have carried out molecular dynamics simulations of the
liquid-vapor interface of water-methanol mixtures at 298
K. We have used the H1 model for methanol molecules.47

In this model, the methanol molecules are modeled as rigid
objects with three interaction sites for short-range Lennard-
Jones and long-range Coulomb interactions. The methyl
group is considered as a united atom with a single interaction
site. The water molecules are characterized by the SPC/E
potential.48 In these models, the interaction between atomic
sites of two different molecules is expressed as

whererRâ is the distance between the atomic sitesR andâ,
and qR is the charge of theRth atom. The Lennard-Jones
parametersσRâ andεRâ are obtained by using the combination
rulesσRâ ) (σR + σâ)/2 andεRâ ) xεRεâ. The values of the
potential parametersqR, σR, andεR for methanol and water
are summarized in Table 1.

We first carried out a bulk simulation in a cubic box of
864 molecules, periodically replicated in all three dimensions.
The box lengthL was adjusted in such a way that the pressure
would be close to the atmospheric pressure at 298 K. After
this bulk solution was properly equilibrated, two empty boxes
of equal size were added on either side of the original
simulation box along thez-direction, and this larger rectan-

Table 1. Values of the Lennard-Jones and Electrostatic
Interaction Potential Parameters of Water and Methanol

atom/ion σ (Å) ε (kcal/mol) charge (e)a

water (SPC/E model) O 3.169 0.1554 -0.8476
H +0.4238

methanol (H1 model) CH3 3.861 0.1823 +0.297
O 3.083 0.1758 -0.728
H +0.431

a e represents the magnitude of electronic charge.

uRâ(rR, râ) ) 4εRâ[(σRâ

rRâ
)12

- (σRâ

rRâ
)6] +

qRqâ

rRâ
(1)
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gular box (of dimensionL × L × 3L) was taken as the
simulation box in the next phase of the simulation run, and
the system was reequilibrated by imposing periodic boundary
conditions in all three directions. This resulted in a liquid
slab of approximate widthL separated by vacuum layers of
approximate width 2L. Some of the molecules were found
to vaporize to the empty space to form a liquid-vapor
interface on both sides of the liquid slab. In the simulations,
the long-range electrostatic interactions were treated by using
the three-dimensional Ewald method.49 The real space part
of the Ewald summation was calculated by using the
minimum image convention, and the short-range Lennard-
Jones interactions were calculated by using a spherical cutoff
at distanceL/2. We employed the quaternion formulation of
the equations of rotational motion, and, for the integration
over time, we adapted the leapfrog algorithm with a time
step of 10-15 s (1 fs). MD runs of 500 ps were used to
equilibrate each system in the bulk phase, and then the
liquid-vapor interfacial systems in rectangular boxes were
equilibrated for 500 ps. During the equilibration, the tem-
perature of the simulation system was kept at 298 K through
rescaling of the velocities. The simulations of the interfacial
systems were then continued in a microcanonical ensemble
for another 1 ns. The interfaces were found to be stable over
the simulation time. The density, orientational profiles,
surface tensions, hydrogen bonds, and the dynamical proper-
ties of the interfaces were calculated during the last produc-
tion phase of the simulations.

3. Interfacial Structure and Surface Tension
We calculated the number density profile of water-methanol
mixtures for various concentrations of methanol as a function
of zby computing the average number of molecules in slabs
of thickness∆z ) 0.05 Å lying on either side of the central
plane atz ) 0, and the results are shown in Figure 1. It is
seen that the methanol molecules have a higher propensity
of staying in the interfacial region than water molecules
which is in agreement with the experimental results.46 The
preferential presence of methanol molecules at interfaces is
further discussed in the later part of this section.

The thickness of a liquid-vapor interface has been defined
in the literature in different ways: By fitting the inhomo-
geneous density distribution to a hyperbolic tangent func-
tion50,51or to an error function52,53or by finding the distance
over which the number density decreases from 90% to 10%
of the bulk liquid density.54-56 The last definition is used in
the present work to calculate the width of the liquid-vapor
interfaces, and the results are shown in Figure 2 for varying
mole fractions of methanol. The thickness of the interfaces
is found to increase with increasing methanol mole fractions
which can be attributed to weaker interactions and higher
volatility of methanol molecules. For pure methanol, the
present result of the interfacial thickness is very close to the
result of ref 27 where a polarizable model of methanol was
used. For water-methanol mixtures also, the present results
of interfacial thickness agree rather well with the corre-
sponding results of polarizable model calculations of ref 28.
Note that the interfacial thicknesses of ref 28, which were
obtained by fitting the density data to hyperbolic tangent

function, are to be multiplied by a factor of 2.197227,50,51to
get the corresponding results of the 90-10 interface thickness
which are then readily comparable to the results of the
present study. We also note that the observed changes of
the number densities at interfaces have contributions both
from intrinsic changes of density profiles and also from
broadening due to capillary wave fluctuations as allowed by
the length and time scales of the present simulations.52,53,57,58

Thus, both intrinsic density changes and surface waves
contribute to the lower number density in the interfacial
regions. We can now make a more precise analysis of the
enrichment of the interfaces by methanol or water molecules
by plotting the mole fractions of water and methanol
molecules at interfaces, defined as the 90-10 regions as
described above, against that of the bulk liquid phases. Such
plots are shown in Figure 3. It is clearly seen that that the
interfacial regions are enriched by methanol molecules. We
note that the results of Figure 3 can be readily compared
with the experimental results of Figure 6 of ref 46 where a
similar surface enrichment by methanol molecules was found.

Figure 1. Number density profiles of liquid-vapor interfaces
of water-methanol mixtures of varying composition. Solid
curves representing water and dashed curves are for metha-
nol.

Figure 2. Interfacial thickness as a function of the mole
fraction of methanol.
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We note that, in Figure 3,xm
L denotes the mole fraction of

methanol in the bulk liquid region as obtained from the
simulated densities. For low methanol mole fraction, the
value ofxm

L is found to be slightly smaller thanxm which is
the methanol mole fraction for the entire simulation system.
This difference arises due to surface activity of methanol
molecules and finite size of the simulation systems. For
macroscopic systems, of course, this difference would be
negligibly small.

We describe the orientation of a water molecule in terms
of the angleθ that the molecular dipole vector makes with
the surface normal alongz-axis. We have calculated the
orientational probability by dividing the angular region of
cosθ ) -1 to+1 into 60 bins of equal width and computing
the average number of molecules found in a given bin. In
Figure 4, we have shown the results of the normalized
probability functionP(cosθ) as a function of cosθ for both
interfacial and bulk water molecules at various methanol
concentrations. In the bulk phase, the probability function,
as expected, is found to be uniform. Clearly, there is no
preferred orientation of the water molecules in the bulk phase
of the liquid slabs as one would expect. In the interfacial
region, however, the probability function is nonuniform
which shows an orientational structure of the interfacial
molecules. For pure water,P(cosθ) is maximum at around
cosθ ) 0 which means that water molecules at the interface
prefer to orient with their dipoles parallel to the surface. One
hydrogen atom projects into the liquid sides of the interface
and other projects toward the vapor side of the interface.
With an increasing methanol mole fraction, the angleθ
increases which indicates that the dipole vector is tilted
toward the liquid phase.

In Figure 5, we have shown the probability function of
the orientation of the vector that bisects the C-O-H angle
of a methanol molecule in the interfacial and bulk regions.
The orientation of a methanol molecule is described by the

angleθ that the above bisector vector makes with the surface
normal. The orientational distribution of pure methanol is
broad, and the maximum ofP(cosθ) appears at around cosθ
) 0.25 which indicates that the angle between O-C vector
and surface normal (θ′) is about 21°. This means that the
methyl group is projecting toward the vapor side and the

Figure 3. The variation of the mole fraction of (a) water and
(b) methanol at interfaces with the mole fraction of methanol
in the bulk liquid phases. The dashed lines are drawn only to
connect the simulation results (squares). The solid lines
correspond to the equal mole fractions of the interfacial and
bulk liquid phases.

Figure 4. The probability function of the orientation of water
dipole vectors in the interfacial (dashed) and bulk (solid)
regions for different mole fractions of methanol. θ is the angle
between the water dipole vector and the surface normal.

Figure 5. The probability function of the orientation of the
bisector of the angle formed by the O-C and O-H bonds of
a methanol molecule in the interfacial (dashed) and bulk (solid)
regions for various methanol mole fraction. θ is the angle
between the bisector and the surface normal.
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hydroxyl hydrogen is pointed toward bulk liquid phases. This
molecular orientation is also confirmed by a calculation of
the orientation of the O-H vector of interfacial methanol
molecules with respect to the surface normal. For example,
for xm ) 0.022, the methanol O-H vector makes an angle
of about 115° with the surface normal which clearly shows
that the hydrogen is pointed inward. The ordering of surface
methanol molecules increases with a decreasing methanol
concentration. At very low concentration of methanol (xm

) 0.022) the value of the angleθ′ is 5.7° which is consistent
with the findings of experiments performed by Wolfrum,
Graener, and Laubereau using the infrared-visible sum-
frequency generation technique.29 They reported that the
value ofθ′ is less than 40° for pure methanol, and the polar
order of methanol molecules at the surface of CH3OH-H2O
increases with a decreasing methanol concentration. At low
methanol concentration (xm < 0.1) the value ofθ′ was found
to be approximately zero.29

We calculated the surface tension by using the following
virial expression which is obtained from the well-known
Kirkwood-Buff theory59

whereuRâ is the interaction energy between sitesR andâ of
moleculesi andj, rij andzij are the centers of mass distance
and the distance alongz direction between moleculesi and
j, andrRâ andzRâ are the corresponding distances between
sitesR andâ. A is the total surface area which is equal to
2L2. We calculated the summations in the above expression
at each MD step, and finally the averaging was done over
the total number of MD steps that were run during the
production phase of the simulations. The standard deviations
of the surface tension data, which were calculated by using
block averages over 100 ps, are about 4.5% of the average
values reported. It is found that the surface tension decreases
with an increase of methanol concentration. At all the
methanol concentrations, our calculated values of the surface
tension are somewhat lower than the experimental values.
In Figure 6, we compare the calculated surface tension
values,γ, for various mixtures with the available experi-
mental results60,61at 300 K. Although the calculated surface
tension values are somewhat smaller than the experimental
ones, the dependence on the composition of the mixtures is
rather similar. Since the methanol molecules are strongly

adsorbed at the surface, a small amount of methanol has a
rather large effect in reducing the surface tension. We also
note that in the present study, the Lennard-Jones interactions
are truncated atL/2 whereL is the box length. Previous
studies55,56,62have shown that this potential truncation can
underestimate the calculated surface tension to some extent.
For example, the calculated surface tension of pure water at
298 K for SPC/E model was found to increase from about
62 to 70 upon inclusion of the tail corrections.55 For the
present systems also, we expect that similar tail corrections
would improve the agreement between calculated and
experimental results of the surface tension.

4. Hydrogen Bond Distribution at Interfaces
Following earlier studies on hydrogen bonds in water and
aqueous solutions,63-67 we have used a set of geometric
criteria to define the presence of a hydrogen bond between
two molecules. Two water molecules are taken to be
hydrogen bonded if their interoxygen distance is less than
3.5 Å and simultaneously the hydrogen-oxygen distance is
less than 2.45 Å and the oxygen-oxygen-hydrogen angle
is less than a cutoff value of 45°. A hydrogen bond between
a water molecule and a methanol molecule exists if their
interoxygen distance is less than 3.3 Å and simultaneously
the hydrogen-oxygen distance is less than 2.4 Å. The cutoff
value of the oxygen-oxygen-hydrogen angle is again 45°.
A hydrogen bond between two methanol molecules occurs
if their interoxygen distance is less than 3.5 Å and simul-
taneously the hydrogen-oxygen distance is less than 2.6 Å.
Again, the cutoff value of the oxygen-oxygen-hydrogen
angle is the same as for the water-water and water-
methanol hydrogen bonds. The oxygen-oxygen and hydro-
gen-oxygen distances are determined from the positions of
the first minimum of the corresponding radial distribution
functions of the liquid mixtures. Following previous nomen-
clature in the context of water-water hydrogen bonds,64 we
have used a “less strict” definition of the hydrogen bonds in
the present study. The quantities of interest are the percent-
agesfn of water or methanol molecules that engage inn
hydrogen bonds and the average number of hydrogen bonds
per moleculenHB. Here we have calculated the above
quantities for three types of hydrogen bonds: water-water
(ww), water-methanol (wm), and methanol-methanol (mm).

In Figure 7, we have shown the variation of the number
of hydrogen bonds per molecule with a change of methanol
concentration in bulk liquid phases and also at interfaces.
For pure water, in the bulk liquid phase, the majority of water
molecules participate in four hydrogen bonds, whereas, in
the liquid-vapor interfacial region, most of the molecules
are found to have either three or two hydrogen bonds. The
average number of hydrogen bonds per water molecule is
also significantly smaller than that in the bulk liquid phase.
This smaller number of hydrogen bonds at the vapor-water
interfaces is likely due to the lower density and the presence
of vapor (essentially vacuum) on one side of the liquid. Now
with the increase of methanol concentration, the numbers
of ww (water-water) and wm/m (water-methanol per
methanol) hydrogen bonds decrease and that of wm/w
(water-methanol per water) and mm (methanol-methanol)
increases. We note that the average number of mm hydrogen

Figure 6. Surface tension vs mole fraction of methanol.
Simulation data (open squares) are compared with experi-
mental data (dashed curve) or refs 60 and 61. Diamond
represents the simulated surface tension value of pure water
with tail correction (ref 55).

γ )
1

2A 〈∑
i<j

∑
R,â

∂uRâ

∂rRâ

1

rRâ

(rij‚rRâ - 3zijzRâ)〉 (2)

Liquid-Vapor Interfaces J. Chem. Theory Comput., Vol. 1, No. 6, 20051225



bonds in the interfacial region is higher than that in the bulk
liquid up to xm ) 0.90 which clearly indicates that the
methanol molecules are strongly adsorbed at the surface.
Abovexm ) 0.90 the average number of mm hydrogen bonds
in the bulk liquid region is higher than that in the interfacial
region. Figure 8 shows the fraction of molecules withn
number of hydrogen bonds in bulk liquid and at the
interfacial region for a 50:50 mixture of water and methanol.
It is seen from Figure 8(b) that the number of wm hydrogen
bonds per water molecule is somewhat higher in the
interfacial region than that in the bulk liquid which can again
be attributed to the higher population of methanol molecules
in the surface region.

5. Diffusion and Orientational Relaxation of
Interfacial Molecules
In this section, we report the single-particle dynamical
properties of water and methanol molecules at the liquid-
vapor interfaces that we have calculated in the present work.
An important issue concerning the dynamics of an interface
is as follows: How different the dynamics of the interface
is compared to that of the corresponding bulk phases. The
dynamical behavior of interfacial molecules is expected to
be different from bulk molecules both translationally and
rotationally. Also, the translational motion of molecules at
the interface can be highly anisotropic in contrast to the bulk
molecules which move in an isotropic environment. In view
of this anisotropic aspect, we have separately calculated the
perpendicular and parallel components of the translational
diffusion. We have also calculated the dipole orientational
relaxation of both the interfacial and bulk molecules.

We denote theRth component of velocity of a molecule
by VR(t) (R ) x, y, z), and its normalized autocorrelation
function CV;R(t) is defined by

where〈‚‚‚〉 denotes an equilibrium ensemble average. In these
calculations, the average of eq 3 is carried out over those
molecules which are found in the interfacial region at time
0 and also at timet.

We have also calculated the diffusion coefficientDR (R
) x, y, z) from the velocity-velocity autocorrelation function
by using the following relation

wherem is the mass of a molecule andkB is the Boltzmann
constant. The anisotropic nature of the translational motion
is clearly illustrated in Figure 9 where we have shown the
diffusion coefficient values in the parallel (x) and perpen-
dicular (z) direction of the interface, and the values are
compared with their corresponding bulk liquid values at
different mole fractions of methanol. We have also shown
the experimental bulk diffusion coefficient values for both
water and methanol molecules as reported in refs 8-11. At
low concentration of methanol (uptoxm ) 0.25) the diffusion
coefficients of both water and methanol in the bulk liquid
region decreases which indicates that there is significant
interaction between the water and methanol molecules.
Abovexm ) 0.25 bothDbulk(H2O) andDbulk(CH3OH) begin
to increase. At low methanol concentrations, the methanol

Figure 7. Variation of the number of hydrogen bonds per
molecule at various methanol concentrations: (a) is for the
bulk liquid region and (b) is for the interfacial region.

CV;R(t) )
〈VR(t)VR(0)〉

〈VR
2〉

(3)

Figure 8. The fraction of molecules with n the number of
hydrogen bonds in bulk liquid (open squares) and at the
interfacial region (crosses) for a 50:50 mixture of water-
methanol.

DR )
kBT

m ∫0

∞
CV;R(t) dt (4)

1226 J. Chem. Theory Comput., Vol. 1, No. 6, 2005 Paul and Chandra



is rather strongly hydrated by a cage of water molecules13,17

leading to a retardation of their diffusion. At a high
concentration of methanol, there are an insufficient number
of water molecules present to form the hydration shells of
all the methanol molecules. Thus, the relative importance
of the strength of water-methanol interactions decreases,
and, as a result, we observe an increase of the diffusion
coefficients. The diffusion coefficients of both water and
methanol molecules along thex-direction at the interface
(parallel diffusion) follow the same trend as that of the
corresponding bulk liquid values with the minimum of the
diffusion coefficient values appearing atxm ) 0.25. For the
perpendicular diffusion at interfaces, however, the minimum
occurs atxm ) 0.14 for both water and methanol molecules.
We note that, for pure water, the relative changes of the
diffusion coefficients between the bulk and interfacial regions
are qualitatively similar to the results obtained by Liu et al.68

who used the method of survival probabilities to calculate
the diffusion coefficients.

The rotational motion of a molecule at liquid-vapor
interfaces is investigated by calculating the time dependence
of the self-dipole correlation function

whereµ(t) is the dipole vector of a molecule at timet. The
results ofCµ(t) are shown in Figure 10 for both interfacial
and bulk water and methanol molecules at varying methanol
concentrations. It is seen that the orientational relaxation at
the interface occurs at a faster rate than that in the bulk. We
define the orientational relaxation timeτµ as the time integral
of the orientational correlation function

where we have calculated the integral explicitly up to 4 ps
by using the simulation data ofCµ(t), and the contribution
of the tail part is obtained by using the fitted exponential

functions. The orientational relaxation time of interfacial
molecules is found to be shorter than that of bulk molecules
for all methanol mole fractions considered here. We note
that the density of molecules is low in the interfacial region,
and also the interfacial molecules have less number of
hydrogen bonds and that they essentially do not have any
solvation shell on the vapor side of the interface. Because
of these reduced density, less number of hydrogen bonds
and incomplete solvation effects, a molecule in the interfacial
region experiences less rotational friction than that in the
bulk phase leading to a faster rotational relaxation of
interfacial molecules. We note that similar faster relaxation
of the interfacial molecules than the bulk ones were also
observed for liquid-vapor interfaces of pure water and
aqueous ionic solutions.55 Figure 10 shows that the rotational
correlation times of methanol molecules has a maximum at
xm ) 0.50 for the bulk liquid region and atxm ) 0.25 at the
interface. For water molecules, the maximum appears atxm

) 0.50 for the interfacial region, but, for the bulk liquid
region, the orientational correlation time of water increases
monotonically with an increase of methanol concentration.

6. Dynamics of Hydrogen Bonds at
Interfaces
The dynamics of hydrogen bonds in the interfacial and bulk
regions are investigated by calculating the so-called continu-
ous hydrogen bond time correlation functions64-67,69and the
average lifetimes of hydrogen bonds. We have calculated
these dynamical properties for water-water, water-metha-
nol, and methanol-methanol hydrogen bonds where both
molecules are in the same region, interface or bulk, and also
for inter-region hydrogen bonds where one molecule of the
bonded pair is in the interface and the other is in the adjacent
layer on the bulk side. For convenience, we denote the
interfacial region as region I and the bulk region as region
II.

To calculate the hydrogen bond dynamics, we first define
two hydrogen bond population variablesh(t) andH(t): h(t)

Figure 9. Diffusion coefficients as functions of methanol mole
fraction: Open squares are for bulk liquids, open triangles
are for diffusion coefficients at the interfacial z-direction, and
crosses are for the interfacial x-direction, and plus signs and
diamonds are experimental data from refs 8 and 10.

Figure 10. The dipole orientational relaxation times of (a)
water and (b) methanol molecules in the interfacial (dashed
line) and bulk regions (solid line) at various methanol mole
fractions.

Cµ(t) )
〈µ(t)·µ(0)〉

〈µ(0)2〉
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is unity when a particular tagged pair of water molecules is
hydrogen bonded at timet, according to the adopted
definition as described earlier and zero otherwise. The
function H(t) is unity if the tagged pair of water molecules
remains continuously hydrogen bonded fromt ) 0 to time
t, and it is zero otherwise. We define the continuous hydrogen
bond time correlation functionSHB(t) as61-64,66

where〈‚‚‚〉 denotes an average over all hydrogen bonds that
are present att ) 0. Clearly,SHB(t) describes the probability
that a water pair, which was hydrogen bonded att ) 0,
remains continuously bonded up to timet. The time integral
of this function describes the average time that a hydrogen
bond survives after it is chosen at timet ) 0. We denote the
integral byτHB and call it the average hydrogen bond lifetime.
We note, however, that since the hydrogen bonds are chosen
randomly without keeping any condition on when they were
created, the integral ofSHB(t) should more appropriately be
called the average persistence time of a randomly chosen
hydrogen bond.64

In Figure 11, we have shown the decay ofSHB(t) for
different regions of the liquid-vapor systems for pure water
and pure methanol. The corresponding results for water-
water, water-methanol, and methanol-methanol hydrogen
bonds in water-methanol mixture withxm ) 0.25 are shown
in Figure 12. The results ofτHB for all the systems studied
here are included in Tables 2-4. The relaxation ofSHB(t) is
found to be somewhat slower at liquid-vapor interfaces
compared to the corresponding relaxation in the bulk phases.
An insight into this different relaxation behavior of interfacial
and bulk hydrogen bonds can be obtained from the energetics
of these hydrogen bonds which are also included in Tables
2-4. The hydrogen bond energies are found to be most
negative when both molecules are at the interface, whereas
they are least negative when one molecule is at the interface
and the other one is in the bulk liquid. Thus, although the
number of hydrogen bonds in the liquid-vapor interfacial
region is less as reported in Figures 7 and 8, the hydrogen

bonds in this region are found to be relatively stronger and
hence live longer. Besides, as noted earlier,70 the rate of
relaxation of hydrogen bonds also depends on the number
of adjacent but non-hydrogen-bonded water (or methanol)
molecules. The higher the number of such non-hydrogen-
bonded adjacent molecules, the faster would be the relaxation
because these molecules can take a new hydrogen bond and
thus help in breaking the original hydrogen bond. Since the
number of such non-hydrogen-bonded adjacent molecules
in the interfacial regions is smaller than that in the bulk
liquids, the hydrogen bonds at the interfaces relax at a slower
rate than those in the corresponding bulk liquid phases. An
interesting dynamical behavior is found for the dynamics of
those hydrogen bonds where one molecule of the bonded
pair belongs to the interface (region I) and the second one

Figure 11. Time dependence of the correlation function SHB-
(t) for (a) pure water and (b) pure methanol. The solid, dashed,
and dotted curves correspond to I-I, II-II, and I-II hydrogen
bonds.

SHB(t) ) 〈h(0)H(t)〉/〈h〉 (7)

Figure 12. The time dependence of the correlation function
SHB(t) for ww, wm, and mm hydrogen bonds for xm ) 0.25.
Different curves are as in Figure 11.

Table 2. Lifetimes and the Energies of Water-Water
(ww) Hydrogen Bonds for Different Mole Fractions of
Methanola

xm region τHB EHB

0.0 I-I 1.50 -19.74
I-II 0.80 -18.65
II-II 1.35 -18.72

0.25 I-I 2.28 -20.20
I-II 1.15 -19.20
II-II 1.68 -19.28

0.50 I-I 2.75 -20.46
I-II 1.35 -19.63
II-II 2.10 -19.83

0.75 I-I 3.13 -20.60
I-II 1.43 -20.45
II-II 2.70 -20.60

a The relaxation times are expressed in units of ps, and the
hydrogen bond energies are expressed in units of kJ/mol.
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to its adjacent region, i.e., region II. The dynamics of these
inter-region hydrogen bonds are found to be faster than even
those in the bulk phase. It is seen from Figures 7 and 8 that
the hydrogen bond environment of different regions are
different to some extent. The energetic data of Table 2 show
that the energies of these inter-region or interenvironment
hydrogen bonds are higher (least negative) than the corre-
sponding intra-region hydrogen bonds for the bulk or
interfacial zones. Thus, the hydrogen bonds that connect
water molecules of two different regions or environments
are found to be energetically weaker and hence relax at a
faster rate than those belonging to a single region, either
interface or the bulk. With an increase of methanol concen-
tration, the average hydrogen bond lifetime (τHB) of ww and
wm bonds increases in all three regions (I-I, I-II, and II-
II), and this behavior is also supported by hydrogen bond
energies. For mm hydrogen bonds, with increasing methanol
mole fractionsτHB increases in the II-II and I-II regions,
but theτHB values atxm ) 1.0 are slightly lower than the
corresponding values forxm ) 0.75 for the I-I region.

7. Conclusion
We have performed molecular dynamics simulations to
investigate the various equilibrium and dynamical properties
of liquid-vapor interfaces of water-methanol mixtures of

varying composition. Simulations are carried out at room
temperature, and various interfacial properties that are
calculated include density and orientational profiles, intrinsic
width of the interfaces, surface tension, structure and
dynamics of hydrogen bonds, molecular diffusion, and
orientational relaxation of both water and methanol mol-
ecules.

It is found that the orientational distribution of the dipole
vector of interfacial water molecules changes with a change
of methanol concentration. The orientational ordering of
methanol molecules at the surface of H2O-CH3OH is found
to increase with a decrease of methanol concentration. At
the interface, methanol molecules orient in such a way that
the hydrophobic group seems to be oriented out of the surface
plane which is in good agreement with the experimental
results. The width of the interfaces, which is calculated by
using the 90%-10% rule, is found to decrease, and the
surface tension is found to increase with a decrease of the
methanol mole fraction. Although the surface tension values
calculated in the present study are somewhat lower compared
to the experimental values, the trend of its variation with
composition is very similar to the experimental results. The
distribution of different types of hydrogen bonds (ww, wm,
and mm) and the total number of hydrogen bonds per
molecule are also calculated in both bulk liquid and
interfacial regions.

The translational motion of water and methanol molecules
is found to be highly anisotropic in the interfacial regions.
The nonideal diffusive behavior with a variation of the
methanol concentration is also found for interfacial diffusion
where the minimum appears at a lower bulk methanol
concentration because of the enrichment of the interfaces
by methanol molecules. The rotational correlation times of
methanol has a maximum atxm ) 0.75 at the bulk regions
andxm ) 0.50 at the interface. For water, the orientational
relaxation time increases monotonically with an increase of
methanol concentration in the bulk region with no maximum.
However, a maximum of the orientational relaxation time
of interfacial water molecules is found atxm ) 0.50. We
have also investigated the dynamics of water-water, water-
methanol, and methanol-methanol hydrogen bonds at liquid-
vapor interfaces and also in the bulk liquid phases. For all
the systems, the relaxation of hydrogen bonds in the
interfacial region is found to occur at a somewhat slower
rate than that in bulk liquid. However, the dynamics of those
hydrogen bonds which connect interfacial molecules to its
adjacent layer on the bulk side is found to be faster than
even the bulk hydrogen bonds. Correlations of these dynami-
cal results with the energies of hydrogen bonds in different
regions of the liquid-vapor systems are also explored. In
addition, variation of the average lifetimes of different
hydrogen bonds with composition of the water-methanol
mixtures is also investigated.

In the present work, both water and methanol molecules
are modeled as nonpolarizable molecules with fixed partial
charges on various atomic sites. The solvent and solute
molecules at liquid-vapor interfaces, however, encounter
varying environments, and hence the degree of polarization
of individual molecules can vary significantly across such

Table 3. Lifetimes and the Energies of Water-Methanol
(wm) Hydrogen Bonds for Different Mole Fractions of
Methanola

xm region τHB EHB

0.25 I-I 1.60 -20.20
I-II 1.05 -19.05
II-II 1.25 -19.13

0.50 I-I 1.92 -20.80
I-II 1.10 -19.54
II-II 1.50 -19.64

0.75 I-I 2.22 -21.60
I-II 1.28 -20.07
II-II 1.80 -20.12

a The relaxation times are expressed in units of ps, and the
hydrogen bond energies are expressed in units of kJ/mol.

Table 4. Lifetimes and the Energies of
Methanol-Methanol (mm) Hydrogen Bonds for Different
Mole Fractions of Methanola

xm region τHB EHB

0.25 I-I 2.36 -20.02
I-II 1.30 -18.97
II-II 1.40 -19.05

0.50 I-I 2.98 -20.24
I-II 1.40 -19.40
II-II 1.95 -19.55

0.75 I-I 4.13 -20.32
I-II 1.52 -19.72
II-II 2.50 -19.98

1.0 I-I 3.57 -20.27
I-II 1.75 -19.92
II-II 3.25 -20.10

a The relaxation times are expressed in units of ps, and the
hydrogen bond energies are expressed in units of kJ/mol.

Liquid-Vapor Interfaces J. Chem. Theory Comput., Vol. 1, No. 6, 20051229



interfaces. Thus, the polarization effects can play an impor-
tant role in determining the equilibrium and dynamical
properties of liquid-vapor interfaces as has been shown in
some of the recent theoretical studies on aqueous ionic
solutions with large halide ions.71,72 In the context of the
liquid-vapor interfaces of water-methanol systems, we note
two recent studies27,28where structural and thermodynamics
aspects of such interfaces were examined by using polariz-
able models of water and methanol molecules. The inho-
mogeneous density and orientational profiles of the inter-
faces, including their dependence on the composition of the
mixtures, for the polarizable models are found to be similar
to the results of nonpolarizable models presented here. The
thickness of the interfaces as found in these studies27,28 is
also rather close to the results of the present study as
discussed in section 3. The dynamical aspects of the liquid-
vapor interfaces of water-methanol mixtures have not yet
been investigated by using polarizable models. For the
hydrogen bond dynamics at pure water surfaces, a recent
study70 has shown that many-body polarization effects can
alter the relative time scales of relaxation of interfacial and
bulk hydrogen bonds. Thus, it would be a worthwhile
exercise to employ polarizable models to investigate the
single-particle and hydrogen bond dynamical properties of
liquid-vapor interfaces of water-methanol mixtures. There
are several methods to account for the polarization effects
in molecular dynamics simulations such as the fluctuating
charge model,73,74 the model of dipoles on atomic sites,75

the self-consistent reaction field method,76 and the charge-
on-spring model.77,78We are currently developing polarizable
models for different polyatomic molecules using the charge-
on-spring model,77,78 and we hope to address the issue of
many-body polarization effects on interfacial dynamics of
water-methanol mixtures in a future publication. Also, in
the present study, we have looked at the self-diffusion
coefficients of bulk and interfacial molecules. It would also
be worthwhile to study the mutual and distinct diffusion
coefficients79-83 of water and methanol molecules in the bulk
and interfacial regions. Such studies would reveal valuable
information on the pair dynamics of these molecules which,
in turn, would help us to investigate the tendency of these
molecules to locally associate or demix, i.e., to create local
heterogeneity, as one moves from the bulk to the surface
regions.
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Abstract: We have studied the convergence properties of embedded and constrained cluster

models of proton transfer in zeolites. We applied density functional theory to describe clusters

and ONIOM to perform the embedding. We focused on converging the reaction energy and

barrier of the O(1) to O(4) jump in H-Y zeolite as well as vibrational and structural aspects of

this jump. We found that using successively larger clusters in vacuo gives convergence of this

reaction energy to 14 ( 2 kJ mol-1 and the barrier to 135 ( 5 kJ mol-1 at a cluster size of 5 Å,

which contains 11 tetrahedral (Si or Al) atoms. We embedded quantum clusters of various sizes

in larger clusters with total radii in the range 7-20 Å, using the universal force field as the lower

level of theory in ONIOM. We found convergence to the same values as the constrained clusters,

without the use of reactive force fields or periodic boundary conditions in the embedding

procedure. For the reaction energy, embedded cluster calculations required smaller clusters

than in vacuo calculations, reaching converged reaction energies for quantum systems containing

at least 8 tetrahedral atoms. In addition, optimizations on embedded clusters required many

fewer cycles, and hence much less CPU time, than did optimizations on comparable constrained

clusters.

I. Introduction
Zeolites offer a versatile class of shape-selective catalysts
for important chemical processes such as petroleum cracking
and reforming.1,2 Many catalytic processes in zeolites are
activated by proton transfer from Brønsted acid sites: Si-
OH-Al. Progress in steering such reactions would be fueled
by enhanced understanding of the mechanisms that control
proton transfer in zeolites, which can be provided by
molecular modeling.3,4 Studying proton transfer in bare
zeolites is important for several reasons: (i) trends in catalytic

activity have been correlated with proton-transfer rates,5,6 (ii)
several intriguing discrepancies remain among experimental
probes of proton transfer in bare zeolites,7-10 and (iii)
computational methods needed to model complex reactions
in zeolites can be validated on this relatively simpler
process.11-14 An important issue in modeling zeolite elec-
tronic structures is how to represent the extended nature of
zeolites with tractable calculations. In this article, we
benchmark two approaches for computing the reaction energy
and barrier for the O(1) to O(4) proton transfer in H-Y
zeolite.

Quantum calculations on small clusters have long been
the staple for modeling zeolite electronic structures.3,4

However, even when clusters are constrained to mimic the
target zeolite, qualitative errors can arise.15-23 We found this
in our study of the O(1) to O(4) jump in H-Y modeled with
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a “3T” cluster [tSi-O(1)-Al(OH)2-O(4)-Sit].24-26 Al-
though protons are observed by neutron diffraction at O(1)
but not at O(4),27 our O(1) to O(4) reaction energies were
found to be negligible, signaling a qualitative failing of the
small cluster model. In addition to ignoring long-range forces
and some hydrogen bonding, small clusters lack the steric
constraints that characterize adsorption in zeolites, because
the cluster may not represent enough of the zeolite cavity.

Several remedies can be considered for solving the
problems of small cluster models. The simplest is to use
progressively larger clusters in vacuo until desired properties
converge.21,28It is clear that with increasing cluster size, more
of the important local electronic and steric effects are
included, while the effect of the terminating region dimin-
ishes when it is further separated from the proton transfer
site. In that approach, one has the choice of fully relaxing
the clusters or imposing some geometrical constraints based
on structural data.

Two promising avenues for including long-range forces
are periodic quantum calculations29-31 and embedded
clusters.32-34 The periodic approach, which is typically based
on density functional theory (DFT), is relatively straightfor-
ward and provides the only reliable method for testing
approximations other than those in DFT itself.35-37 However,
in the present context periodic DFT calculations suffer from
two main drawbacks: they are expensive, treating all atoms
equally, even distant spectator atoms; and they can be applied
only to zeolites with sufficiently small unit cells, wherein
too many acid sites may be formed. These limitations steer
us to the embedded cluster approach.

The embedded cluster idea generally involves breaking a
total system (S) into an inner region (I) of chemical interest
and an outer environment (O). For zeolites and other
covalent-network solids, this partitioning inherently leaves
dangling bonds, requiring special methods to saturate the
bonding in I. In many implementations of embedding,38 link
atoms are added to the inner region, yielding a cluster (C).
One then endeavors to simulate the cluster C with chemical
accuracy (hi), while modeling region O with much cheaper
methods (lo). The total potential energy is then approximated
by

Although eqs 1 and 2 are identical, they offer different
viewpoints on embedding. Equation 1 suggests a low-level
treatment of the total system corrected by a high-level cluster
calculation, while eq 2 implies a high-level cluster calculation
corrected by a low-level treatment of the environment.
Although the embedding approach is appealing, two main
issues about embedding in zeolite science remain generally
unknown: optimal low- and high-levels of theory and
optimal sizes of cluster C and total system S. Below we take
a systematic approach at addressing this latter issue; in a
forthcoming publication, we will report on optimal low- and
high-levels of theory for modeling proton transfer in zeolites.

Sauer and co-workers have published many seminal
calculations of proton-transfer energies in bare zeolites.39

Their recent work on embedding clusters with their QM-
Pot code is based on the following approach:12,13,39,40(i) use
periodic boundary conditions for the total system; (ii) use a
well-tuned molecular mechanics potential for the low level
of theory, preferably one that has been fitted to electronic
structure data obtained at the same level used for quantum
cluster calculations; (iii) use a shell-model potential for the
low level, to account for some electronic polarization;41,42

(iv) use a reactive potential function for the low level, to
mimic energies associated with making and breaking bonds;43,44

and (v) do not electronically polarize the quantum cluster
by its environment, to avoid double counting such polariza-
tion which is already treated approximately at the low level.
Using this approach, Sierka and Sauer calculated reaction
energies and barriers for specific proton jumps in acidic
chabazite, H-Y and H-ZSM-5.13 For the O(1) to O(4) jump
in H-Y zeolite, they obtained reaction energies in the range
10-22 kJ mol-1 and a bare barrier of 95-100 kJ mol-1,
and found that proton transfer barriers are generally increased
by long-range forces.12,13

We have initiated a research program modeling reactions
catalyzed by zeolites of various chemical compositions.35 Our
present study of proton transfer in bare zeolites represents a
base case for calibrating methods for future study. To
promote the widest applicability by zeolite modelers, we seek
to benchmark embedding methods suitable for use with all
elements without further parametrization. This represents a
departure from the philosophy behind methods such as QM-
Pot, which employ reactive force fields finely tuned for
specific systems. This paper is our first in a series using the
ONIOM embedding procedure38 in the Gaussian quantum
chemistry code.45,46 We believe this to be a versatile
combination for modeling zeolites47-49 because the imple-
mentation of ONIOM in Gaussian allows partitioning into
more than two layers and provides molecular mechanics,
semiempirical and ab initio methods for each level of theory.
In the present article, we show that reliable energies of proton
transfer in zeolites can be obtained using smaller clusters
embedded in larger clusters and using the universal force
field (UFF),50 a generic nonreactive force field, as the low
level of theory. This represents progress toward a simpler
prescription for using embedding methods to model zeolite-
guest systems of arbitrary composition.

We compare results from constrained and embedded
quantum clusters of the same size. In constrained clusters,
terminal atoms are fixed at positions suggested by diffraction
experiments, while embedded clusters are connected to larger
networks. We refer to these as ‘hard’ and ‘soft’ restraints,
respectively. By comparing clusters of the same size with
hard and soft restraints, we determine how various methods
of terminating a quantum cluster influence proton-transfer
properties. One might imagine that imposing hard restraints
would perturb structural and vibrational properties of proton
transfer. To address this issue, we compute proton-transfer
attempt frequencies and O-Al-O angles in most systems
studied.

In the present study we do not include electrostatic
interactions between the quantum region and its environment.
In a forthcoming publication we will include these electro-

Eembed) Elo(S) + [Ehi(C) - Elo(C)] (1)

) Ehi(C) + [Elo(S) - Elo(C)] (2)
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statics, incorporating charges from region O in the Hamil-
tonian of the quantum cluster.51 Studying embedded clusters
in this stepwise fashion allows us to disentangle mechanical
and electronic embedding effects, thereby shedding further
light on the energetics of reactions in zeolites.

The remainder of this article is organized as follows: in
section II, we describe the zeolite clusters, electronic structure
methods, and types of calculations performed. Section III
details the results and discusses their implications, and in
section IV we give concluding remarks.

II. Computational Methods
In this section, we describe the methods used to study the
O(1) to O(4) proton jump in H-Y zeolite. First, we detail
the zeolite clusters investigated and the methods used to
incorporate properties of an extended system. We then review
the electronic structure methods and geometry optimization
techniques employed to compute energies, structures, and
vibrational frequencies.

A. Zeolite Cluster Models. The chemical system under
investigation is H-Y zeolite in the low-Al limit, where a
single Si atom in the entire framework is replaced with an
Al and charge balanced with a proton. The reaction in
question is an internal proton transfer between crystallo-
graphically distinct oxygen atoms, O(1) and O(4). All of our
models therefore feature a single Al tetrahedral site sur-
rounded by a siliceous framework of varying size.

We study this internal proton transfer in quantum me-
chanically modeled clusters ranging in size from 3 tetrahedral
centers (3T) Al + 2Si) to 22 tetrahedral centers (22T)
Al + 21Si). We construct each cluster by clipping pieces
from a crystal structure27 of H-Y zeolite and terminating
with hydrogen atoms at appropriate distances from atoms
with dangling bonds. In constrained clusters, terminal
hydrogens are placed along the vector toward the next atom
in the zeolite framework at distances of 0.9 and 1.4 Å for
Si-H and SiO-H termination, respectively. If a cluster is
terminated primarily with Si-H bonds, the cluster is denoted
as a “T-H” cluster; the O-H cluster termination is marked
with “T-OH.” Atoms were included in a cluster based on
their distance from the Al. When necessary, atoms were
added to complete a zeolite ring, which avoids placing
terminal atoms in too close proximity when terminating
dangling bonds. Figure 1 shows examples of various cluster
sizes.

Terminating a molecular cluster fails to include the effects
of excluded atoms; we attempt to include the most important

of these effects through the use of geometric constraints
placed on the cluster exterior. As outlined in the Introduction,
we compare the effect of hard and soft restraints to gauge
their influence on reaction energies. (We do not include fully
relaxed clusters in our study, because they relax to rather
nonzeolitic structures, especially for small clusters.) In cluster
calculations with hard restraints (hereafter denoted “con-
strained”), the terminal hydrogen atoms are frozen in place,
while all other atoms are allowed to relax. As in our previous
work,24 this serves to mimic the covalent “footprint” of the
extended zeolite from which the cluster was clipped. Soft
restraints are enforced by embedding a smaller cluster in a
larger one (hereafter denoted “embedded”), using the Own
N-Layer Integrated Molecular Orbital- Molecular Mechan-
ics (ONIOM) method in GAUSSIAN quantum chemistry
codes.45,46 The embedded clusters differ from those in the
constrained cluster calculations in the placement of the
terminal hydrogens. In the case of constrained clusters, the
terminal hydrogens are fixed in place through the entire
optimization procedure, at positions determined from the
crystal structure. In the case of embedded clusters, terminal
hydrogens, also referred to as link atoms, are placed along
the bond vectors pointing from the last shell of atoms in the
cluster to the first shell of atoms in the outer ONIOM layer.
Link atom positions vary during optimization because the
outer ONIOM layer is itself flexible, except for terminal
atoms on the boundary of the total system, whose positions
are fixed at crystallographic locations.

B. Electronic Structure Methods. In an earlier study, we
reported that constrained cluster models treated at the
B3LYP/6-311G(d,p) level of theory yield accurate results
for geometrical parameters and vibrational frequencies.24 We
also found that convergence of electronic energies is best
obtained through the focal point method by correcting MP2/
6-311G(d,p) energies with the difference{E[MP4/6-31G(d)]
- E[MP2/6-31G(d)]}. In that same publication, we found
that B3LYP/6-311G(d,p) underestimates reaction barriers by
about 10 kJ mol-1 for this zeolite system, which is about
10% of the classical barrier height. This accuracy is deemed
acceptable for the purposes of this study because such
calculations provide a very good compromise between
computational efficiency and accuracy. We thus employed
the B3LYP/6-311G(d,p) level of theory as our high level
throughout this work. Our ONIOM calculations use this basis
set and level of theory to computeEhi(C), while the Universal
Force Field50 (UFF) level of theory is used to computeElo(S)
andElo(C) in eqs 1 and 2.

Figure 1. (a) 8T cluster embedded in a 53T system, also denoted 8T-16.95 Å, where 16.95 Å is the radius of the smallest
sphere containing the entire system, with oxygens O(1) and O(4) labeled. (b) 11T cluster embedded in a 53T system
(11T-16.95 Å). (c) 16T cluster embedded in a 53T system (16T-16.95 Å).
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The choice of UFF for the low level of theory in our
ONIOM calculations is justified in several ways. First, UFF
contains parameters for all elements in the periodic table and
as such provides a broadly applicable low level of theory.
Though we do not exploit this generality in the present study,
it may prove useful in future work. Second, using UFF allows
us to test whether a nonreactive force field can produce
accurate proton-transfer energies within ONIOM. The form
of the ONIOM energy in eq 2 suggests this is possible,
because unphysical energy terms that are introduced by bond
breaking events identically cancel in the correction term
[Elo(S) - Elo(C)]. Third, UFF as parametrized for silicates
lacks partial charges. As such, this low level of theory is
essentially a ball-and-spring model with minimal electronic
effects, making it ideal for determining the influence of only
network constraints, without additional complexities associ-
ated with long-range forces. This is consistent with our
overall stepwise investigation into the various effects of the
environment on proton transfer.

C. Calculation Details.We investigated convergence of
four reaction parameters with respect to cluster sizes. These
parameters are the reaction energy, activation energy,
optimized O(1)-Al-O(4) angles for protons at O(1) and at
O(4), and the vibrational frequency most closely associated
with the O(1) to O(4) proton-transfer reaction coordinate.
To compute these parameters, geometry optimizations of
each cluster model were performed, followed by a vibrational
frequency analysis.

The reaction energy and activation energy were computed
as ∆Erxn ) EHO(4) - EHO(1) and ∆Eact ) ETS - EHO(1),
respectively. The reported energies do not include zero-point
or thermal corrections. From these calculations, the O(1)-
Al-O(4) angles at the reactant and product geometries were
also recorded. In each individual geometry optimization, the
cluster energy was converged to 10-6 Hartrees and the RMS
force to 10-4 Hartrees ao-1. All transition states were
confirmed to be first-order saddle points by computing and
diagonalizing the mass-weighted Hessian matrix. We cal-
culated vibrational frequencies with the masses of terminal
atoms set to 106 au to mimic the macroscopic mass of the
zeolite framework. For a subset of optimized constrained and
embedded clusters, we report vibrational frequencies associ-
ated with the early stages of proton transfer, i.e., proton
transfer “attempt frequencies”.

Most embedding or QM/MM packages use a two-step or
double-iteration method for geometry optimization.34,52 In
the first step, a geometry displacement is made only in the
QM region (region I), while the MM region (region O) is
kept frozen. For this step all the usual “small molecule”
geometry optimization techniques are employed, such as a
second-order approximation of the potential surface, Hessian
update mechanisms, and the use of redundant internal
coordinates. We note that QM/MM forces are used to
determine the QM step, not just the QM forces. In the second
step, the MM region is fully optimized, while the QM region
is kept frozen. For this step we use a conjugate gradient
optimizer in Cartesian coordinates, which is suitable for large
systems. The two steps are repeated until convergence is
reached.

The main reason for using this double-iteration method is
that it remains intractable to use a second-order optimizer
in redundant internal coordinates for very large systems. The
required inversion or diagonalization of the Hessian is a
computational bottleneck for larger systems, and the coor-
dinate transformations become prohibitively expensive. With
the double-iteration method, however, we still use a very
accurate optimization method for the QM region, keeping
the number of (expensive) QM energy and gradient evalu-
ations to a minimum. The number of MM energy and
gradient evaluations will increase significantly, but since
these are several orders of magnitude cheaper than QM
calculations, they have little effect on the total computational
time.

The method outlined above, which uses relatively few
“macroiterations” for the QM region and several more
“microiterations” for the MM region, has been implemented
in several QM/MM packages and has been used in numerous
QM/MM studies. There are, however, several serious draw-
backs of this scheme, related to the fact that the Hessian is
only updated for the QM region. First, large displacements
in the MM region, especially when a different local minimum
is found, can lead to numerical instability of the Hessian
update. Second, in the QM step, there is no direct coupling
with the MM region, which deteriorates the quality of the
QM step and increases the number of steps needed to reach
convergence. Recently, we have addressed these issues by
developing techniques that explicitly include coupling be-
tween the two regions in the QM step, while still using the
double-iteration scheme.53 This has significantly improved
convergence behavior; indeed, we find no significant dif-
ference in performance between regular QM geometry
optimization and QM/MM geometry optimizations. All the
calculations were performed with GAUSSIAN0345 and
Gaussian Development Version46 on Intel Linux worksta-
tions.

III. Results and Discussion
In this section, we describe the optimized geometries,
reaction and activation energies, and vibrational frequencies
obtained by the computational methods described above for
modeling proton transfer from O(1) to O(4) in H-Y zeolite.
We note that both experimental data and previous calcula-
tions agree that the reaction energy for this transfer should
be endothermic, by 10-22 kJ mol-1 according to Sauer et
al.,12 which provides a broad target for our convergence
studies.

A. Geometric Parameters.The O(1)-Al-O(4) angle
affects proton-transfer kinetics by determining the jump
distance and hence the activation energy of the reaction.
Tables 1 and 2 show the values of O(1)-Al-O(4) angles
from the constrained and embedded clusters for a variety of
sizes. In Table 1, the O(1) results show reasonable conver-
gence, and only the smallest (5T-H and 8T-H) constrained
clusters are slightly off. In contrast, the angles of the
embedded clusters (Table 2) are constant throughout the
series, including the smallest clusters.

B. Reaction Energies.Table 3 summarizes our results
for the proton-transfer reaction energy for both the con-
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strained and embedded clusters. Reaction energies of con-
strained zeolite clusters show stable convergence, reaching
a value of 14( 2 kJ mol-1 at the 11T cluster size. The
anomalously large reaction energy found for both 8T-H and
8T-OH clusters is due to a significant distortion of the
reactant optimized structure allowed by floppiness of dihedral
angles in terminal OSiOH groups. This effect is lessened
both in larger clusters and in the ONIOM calculations. All
constrained calculations correctly show that the transfer is
endothermic. Extending the constrained cluster to include
22T atoms does not significantly affect∆Erxn, suggesting
that convergence with respect to cluster size is reached. This
suggestion is further corroborated by the ONIOM results
below.

Using the ONIOM method, we seek convergence with
respect to both the quantum cluster size and the total system
size, which are represented as the rows and columns of Table
3, respectively. By scanning across any row, it is clear that
changing the total system size has little effect on the reaction
energy. At first this may be surprising, because the larger
calculations include an order of magnitude more atoms.
However, because the lower level of theory employed is UFF
and therefore lacks long range forces in our calculations,
there is only a local mechanical coupling between the inner
and outer layers of the ONIOM model.

The size of the inner layer does, however, strongly affect
the calculated reaction energy in approximately the same

fashion as seen in the constrained cluster calculations. Here,
the values for each total system size approach convergence
at the 8T-OH quantum cluster size. Again, we observe that
describing larger sections of the total system with a quantum
mechanical method does not markedly improve the final
result.

In our work all the larger clusters are terminated with
hydroxyl groups; only for 8T can we compare the effect of
hydrogen termination vs hydroxyl termination. We see indeed
a large difference in the embedded 8T data, which was also
reported by Brand et al. for proton affinities of acid sites in
ZSM-5.54

In general, we find that a finite cluster, whether constrained
or embedded, appears to be sufficient for predicting proton
transfer reaction energies in zeolites. The use of methods
based on periodic boundary conditions actually masks the
length scales beyond which interactions no longer influence
proton transfer. Determining such length scales is of funda-
mental importance for understanding how much of the zeolite
actually controls reaction dynamics. The concept of a finite
interaction length may come as a surprise considering that
many researchers employ Ewald sums when simulating
Coulombic interactions in partially ionic media such as
zeolites.55 Such long-range summations are crucial for
calculating absoluteadsorption energies of molecules in
zeolites relative to vacuum. However, for calculating energy
differences between nearby configurations of an adsorbed
species, for example a reaction energy or barrier, the present
results suggest that long-range interactions essentially cancel,
leaving an energy difference controlled by local electronic
interactions.

Our data suggest that this proton-transfer reaction is
sensitive to atoms within ca. 5 Å of thereaction center. The
presence of guest molecules will likely change this cutoff
distance, but even in this more complex scenario we still
expect a finite cluster to capture the reaction energetics. It
is reasonable to surmise that using a low level of theory that
includes electronic interactions would enable the use of even
smaller inner regions in embedded calculations. We explore
this possibility in future work.

C. Activation Energies.We calculated activation energies
for constrained clusters and a subset of embedded clusters
(Table 4). As discussed above, all transition states were
confirmed to be first-order saddle points by the usual Hessian
analysis. For the embedded clusters we considered total sizes
of 53T and 166T. Although the number of data points is

Table 1. OAlO Angle at Optimized Geometry from
Constrained Cluster

H on O(1) H on O(4)

5T-H 93 93
8T-H 85 86
8T-OH 105 98
11T-OH 98 96
16T-OH 99 100
22T-OH 102 103

Table 2. OAlO Angle at Optimized Geometry from
Embedded Cluster

H on O(1) H on O(4)

5T(H)-53T 99 99
8T(OH)-53T 101 105
16T(OH)-53T 100 98
16T(OH)-259T 100 97
22T(OH)-259T 101 100

Table 3. ∆Erxn for O(1) to O(4) Proton Transfera

embedded (with size of full system in parentheses)

cluster size constrained
23 T
(7 Å)

53 T
(10 Å)

98 T
(12.44 Å)

166T
(14.8 Å)

259T
(16.95 Å)

439T
(19.91 Å)

3T-H 2.5 1.3 1.3 2.0 1.8 1.8 1.6
5T-H 4.3 5.4 5.9 6.9 6.5 6.4 6.3
8T-H 22.6 8.4 9.9 10.7 10.3 10.7 10.6
8T-OH 26.7 14.7 15.4 15.4 15.2
11T-OH 13.6 14.4 14.9 15.0 14.8
16T-OH 14.6 18.3
22T-OH 13.8 15.4

a In kJ mol-1.
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smaller than for the reaction energy, this still allows us to
investigate convergence for both the total and quantum
cluster size. From Table 4 we see that for embedded clusters,
independent of total cluster size, the barrier converges at
quantum cluster size 8T-OH. This was also the case for the
reaction energy treated by embedded clusters (Table 3). The
constrained barrier calculations also converge at quantum
cluster size 8T-OH. These results further suggest that finite
clusters, either constrained or embedded, can produce stable
energetics of proton transfer in zeolites.

Our converged barrier is about 135 kJ mol-1 for both
embedded and constrained clusters. For comparison, Sierka
and Sauer obtained a barrier of about 100 kJ mol-1 for the
same proton jump.13 About 10 kJ mol-1 of this difference is
a basis set effect. This was determined by repeating our
computation of the barrier height in the 8T(OH)-53T
embedded cluster using the Alrichs basis set used by Sierka
and Sauer. This gave a barrier of 127.0 kJ mol-1, as
compared to 137.8 kJ mol-1 obtained using the 6-311G(d,p)
basis set (see Table 4).

The remaining difference in barriers is harder to pin down.
Our calculations and those of Sierka and Sauer differ mainly
in the way volume is constrained and in the treatment of
outer layer atoms. Regarding the former, we have built
embedded and constrained zeolite clusters from diffraction
data, fixing terminal atoms at experimentally determined
locations. In contrast, Sierka and Sauer apply periodic
boundary conditions at constant volume, with the lattice
parameter determined from an initial force field optimization
of the H-Y system at constant pressure. It is possible that
our method of fixing terminal atoms can impose strain on
reactant and transition state configurations. Such strain is
expected to diminish as the total system size increases, thus
placing terminal atom constraints farther away from the
reaction center. However, the fact that barriers from our 8T-
OH and 11T-OH quantum clusters (constrained and embed-
ded) remain stable with respect to total system size suggests
that our method of constraining volume doesnot impose
unphysical strain on this proton-transfer process.

Our calculations and those of Sauer and Sierka also differ
in the treatment of outer layer atoms. Our calculations
represent electronic effects only in the quantum cluster, while
those of Sierka and Sauer include classical electrostatics in
the outer layer as well. It is possible that our local treatment
of electronic effects can introduce errors into reactant and
transition state energies. Such errors are expected to diminish
as the quantum cluster size increases. The fact that barriers

from quantum clusters 8T-OH and larger (constrained and
embedded in Table 4) remain stable with respect to quantum
cluster size suggests that our calculations include the
electronic effects relevant for this proton transfer process.
To pursue this point further, we will report in a forthcoming
publication the results of fully periodic quantum calculations
on this system.15

D. Vibrational Frequencies.Vibrational frequencies are
important dynamical parameters for quantifying activation
entropies and attempt frequencies. Vibrational frequency
analyses were performed on selected constrained and embed-
ded clusters to test the convergence behavior of frequencies
with respect to cluster size. Tables 5 and 6 show the
vibrational frequency of the normal mode with the largest
component of Al-O-H wag for the proton situated at O(1),
which corresponds closely with the proton-transfer reaction
coordinate.

Both sets of calculations show very similar vibrational
frequencies for the H wag. The variation from one cluster
size to another is smaller than the expected uncertainty of
the electronic structure method. This is a bit surprising,
considering that the hard termination inherent in constrained
clusters might be expected to shift these to higher frequen-
cies. However, our results suggest that either method of
applying geometric constraints to the clusters is sufficient
to achieve convergence of this particular dynamical param-
eter.

E. Computational Time Comparisons.In Table 7, we
show CPU time comparisons for pairs of constrained and
embedded calculations that contain identical quantum clus-
ters. The times presented are for geometry optimizations
starting from the crystal structure, with the acidic hydrogen
added in a reasonable position relative to O(1). All timing

Table 4. ∆Eact for O(1) to O(4) Proton Transfera

embedded (with total size)

cluster size constrained 53T (10 Å) 166T (14.8 Å)

3T-H 90.2 118.9
5T-H 93.6 128.3 126.8
8T-H 57.3 134.7
8T-OH 138.8 137.8 139.2
11T-OH 133.4 133.7 136.5
16T-OH 131.6 132.7
22T-OH 138.8

a In kJ mol-1.

Table 5. Vibrational Frequency in Wavenumbers (cm-1)
for Constrained Cluster

H on O(1)

5T-H 1054
8T-OH 1039
11T-OH 1011

Table 6. Vibrational Frequency in Wavenumbers (cm-1)
for Embedded Cluster

H on O(1) H on O(4)

5T(H)-23T 1064 1041
8T(H)-53T 1037 1030

Table 7. Calculation Times for Optimizing the System
with the Proton at O(1)

system

av time per
optimization

cycle (h)

no. of
optimization

cycles

total
CPU

time (h)

22T-OH constrained 10.5 60 630
22T(OH)-259T embedded 10.7 20 213
11T-OH constrained 4.5 35 155
11T(OH)-259T embedded 4.9 20 98.8
8T-OH constrained 2.5 60 153
8T(OH)-53T embedded 2.6 20 51.8
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calculations were performed on dual processor 2.8 GHz
PIV computers with 1 GB of core memory running Linux
RedHat 9. Embedded cluster timings were obtained with the
quadratically coupled QM/MM geometry optimization
method.45,46,53 For purposes of comparing CPU times, the
optimizations were considered converged when the energy
is stable to 0.00005 H (0.13 kJ mol-1), which is the degree
of precision we seek in our reaction energies. We allowed
the optimizations to run significantly longer to test the
robustness of this criterion and found only negligible changes
in structure or energy. In Table 7, we also show the number
of macroiterations required for geometry optimizations and
the average CPU time required for each macroiteration.

In principle, we expect very similar times per optimization
cycle for identical quantum clusters regardless of the method
of constraint, because in the embedded calculations, the time
used to compute energies and forces using UFF is negligible
compared to the time spent in the quantum part of the
calculation. This is precisely what we observe in Table 7.
These timing data suggest that the principal difference
between a constrained calculation and an embedded calcula-
tion on identical quantum clusters is simply the number of
optimization cycles required to achieve convergence. In this
respect, the constrained calculations appear to bemuch
slower since they require many more optimization cycles.
This poor convergence behavior may arise from a mismatch
between floppy OSiOH dihedral angles and fixed terminal
hydrogen atoms. More work is required to better understand
this phenomenon.

Perhaps the most straightforward and important compari-
son in Table 7 is between the constrained and embedded
cluster calculations that give converged reaction energies in
the least time. These are the constrained 11T-OH and
embedded 8T(OH)-53T systems, which converge in 155 and
51.8 CPU h, respectively. Thus, embedding speeds up these
geometry optimizations by a factor of 3, despite the use of
a generic low-level of theory (UFF) in ONIOM calculations.

IV. Concluding Remarks
We have studied the convergence properties of embedded
and constrained cluster models of proton transfer in zeolites.
We applied density functional theory to describe clusters and
ONIOM to perform the embedding. We focused on converg-
ing the reaction energy and barrier of the O(1) to O(4) jump
in H-Y zeolite as well as vibrational and structural aspects
of this jump. We found that using successively larger clusters
in vacuo gives convergence of the reaction energy to 14(
2 kJ mol-1, and the barrier to 135( 5 kJ mol-1, as long as
the clusters are constrained to mimic zeolitic structures. These
calculations converged for clusters with radii larger than 5
Å, containing at least 11 tetrahedral (Si or Al) atoms. We
embedded quantum clusters of various sizes in larger clusters
with total radii in the range 7-20 Å, using the universal
force field (UFF) as the lower level of theory in ONIOM.
We found convergence of the proton-transfer energy without
the use of reactive force fields or periodic boundary
conditions in the embedding procedure. Embedded cluster
calculations gave converged reaction energies for quantum
clusters containing at least 8 tetrahedral atoms. Optimizations

on embedded clusters required many fewer cycles, and hence
much less CPU time, than did optimizations on comparable
constrained clusters.

Our present results suggest a reaction energy of 14( 2
kJ mol-1 and a barrier of 135( 5 kJ mol-1 for the O(1) to
O(4) proton jump in H-Y zeolite. The smallest systems that
yield reaction energies converged to within 1 kJ mol-1 of
this value are the 11T-OH constrained cluster and the
8T(OH)-53T embedded cluster. These quantum clusters
include atoms within ca. 5 Å of thereactive center. In future
work, we will explore whether greater computational ef-
ficiency can be obtained by splitting the reactive region into
two layers described by an accurate ab initio theory and a
cheaper electronic theory, thereby giving a three-layer
ONIOM calculation.56 In the end, we aim for a simple and
user-friendly method for modeling a wide variety of reactions
in zeolites.
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Abstract: We recently described a method to compute accurate quantum mechanical free

energies [Rod, T. H.; Ryde, U. Phys. Rev. Lett. 2005, 94, 138302]. The method, which we term

quantum mechanical thermodynamic cycle perturbation (QTCP), employs a molecular mechanics

force field to sample phase space and, subsequently, a thermodynamic cycle to estimate QM/

MM free energy changes. Here, we discuss the methodology in detail and test an approach

based on a different thermodynamic cycle. We also show that a new way of treating hydrogen

link atoms makes the free energy changes converge faster and that extrapolation to higher

accuracy can be performed. We finally discuss the quantum mechanical free energy (QM/MM-

FE) method in the framework of the QTCP method. All methods considered are applied to the

methylation of catecholate catalyzed by catechol O-methyltransferase. We compute the free

energy barrier for the reaction by computing free energy changes in steps between fixed QM

regions along a predetermined reaction pathway. Using the QTCP approach, an extrapolated

activation free energy of 69 kJ/mol for the forward reaction and 90 kJ/mol for the reverse reaction

are obtained at the level of the B3LYP functional and the 6-311++G(2d,2p) basis set. The

value for the forward reaction is in excellent agreement with the experimental value of 75 kJ/

mol. Results based on the QM/MM-FE method differ by less than 10 kJ/mol from those values,

indicating that QM/MM-FE may be a fairly accurate and cheap alternative to calculate QM/MM

free energy changes. Moreover, the results are compared to barriers obtained with a fixed

molecular mechanics environment as well as with structures optimized in a vacuum. All the

computed free energy barriers are well converged. A major approximation in the current

implementation of the QTCP method is that the QM region is fixed. The approximation leads to

well-converged free energy barriers, which has been a problem in similar studies.

1. Introduction
The general problem with atomic-scale simulations of
enzyme catalysis is that thousands of atoms are involved and
chemical bonds are modified. The description of bond
breaking or forming calls for fairly accurate quantum
mechanical (QM) methods, whereas the huge phase space
calls for sampling with a cheaper method like molecular
mechanics (MM) or semiempirical QM. The most straight-

forward way to solve the problem is by sampling phase space
using a combined quantum mechanics and molecular me-
chanics (QM/MM) method where a small subset of atoms
are treated by QM and the remaining atoms by MM. This
can be pursued either by sampling directly on the Born-
Oppenheimer surface or by using a Car-Parrinello approach.
The problem is that realistic simulation times are currently
limited to a few tens of picoseconds for this approach because
of the severe computational load even for small QM systems.
This is a rather short simulation time for systems as big as
enzymes where many events, besides the reaction catalyzed,
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occur on time-scales much longer than picoseconds.1 Various
approaches have been proposed and utilized in the literature
to solve the problem of computing accurate QM/MM free
energies for chemical reactions in solutions2-12 including
enzymatic reactions.13-23 A basic idea is to use a fast but
less accurate method to sample phase space and use this
sampling to estimate high-level QM/MM free energies with
a modest number of QM/MM calculations. Below we give
a summary of methods based on this idea.

In the quantum mechanical free energy (QM-FE) approach
by Jorgensen and co-workers,2-4 a reaction pathway for
atoms in the QM region is calculated in a vacuum. Free
energies for the interaction between the QM and MM atoms
are then calculated along the reaction pathway by performing
MM free energy perturbation or thermodynamic integration
calculations where electrostatic interactions between the QM
and MM atoms are defined via point charge interactions. In
the treatment by Jorgensen and co-workers, and later by
Kollman and co-workers,13-15 point charges to represent the
QM atoms were derived from calculations in a vacuum, i.e.,
without an MM region. Jorgensen and co-workers used the
method to study organic reactions in solution, and Kollman
and co-workers extended the method to that of enzymatic
reactions, namely amide hydrolysis in trypsin13 and methyl
transfer by catecholO-methyltransferase.14

Yang and co-workers applied their QM/MM free energy
method (QM/MM-FE) to the enzymes triosephosphate
isomerase,16,17enolase,18,17and 4-oxalocrotonate tautomerase.19

The QM/MM-FE method is an improvement over the QM-
FE method in that a QM/MM optimized reaction pathway
and QM energies and point charges derived from QM/MM
calculations are used. In this way, polarization of the QM
region by the MM region is included. Ishida and Kato
employed the same approach to study acylation by serine
proteases.20,21

An alternative approach is the ab initio QM/MM approach
(QM(ai)/MM) by Warshel and co-workers.5,6,22-24 They
sampled phase space by performing molecular dynamics
(MD) simulations with a reference potential given by the
empirical valence bond (EVB) method.25 Umbrella sampling
ensured that the entire reaction pathway was sampled and
made it possible to calculate the potential of mean force
(PMF). Free energy changes between the system described
by the reference potential and by density functional theory
were calculated with free energy perturbation, and in this
way a high-level QM/MM PMF can be obtained. The
methodology corresponds to using the thermodynamic cycle
in Figure 1 (with MM replaced by EVB) and is in principle
exact with respect to how the free energy changes are
calculated. In practice, the free energy did not converge
owing to large fluctuations of the difference between the
reference potential and the high-level QM/MM potential,
although electrostatic interactions converged. Therefore,
Warshel and co-workers used more approximate methods
to calculate the free energy difference between the system
described by EVB and by a high-level QM/MM method.6,23

Like Warshel and co-workers, Wood and co-workers use
free energy perturbation in their ab initio/classical free energy
perturbation (ABC-FEP) approach, which was used to

compute hydration energies of water and the Na+ and Cl-

ions at different physical conditions.26-29 In this approach,
only solute-solvent interaction energies are perturbed to the
QM level. They also studied solute-solvent structural
properties as well as water dimer dissociation.30,31

Schofield and co-workers and Bandyopadhyay have
developed a similar approach termed the molecular mechan-
ics importance based function (MMBIF) method.7-12 They
also use a MM reference potential to sample the phase space
and calculate corresponding high-level QM/MM energies for
a set of configurations. Based on the two sets of energies,
they use a Metropolis-Hastings algorithm to generate a high-
level QM/MM canonical ensemble from which QM/MM free
energies can be calculated.

Recently, we employed a third approach,32 which can be
considered as a combination of the QM/MM-FE method and
the approach by Warshel and co-workers. Like Yang and
co-workers as well as Ishida and Kato, we optimized a
reaction pathway using QM/MM and selected a number of
configurations for the QM region along the reaction pathway.
Based on calculated point charges for the QM region, we
calculated classical MM-QM interaction free energy changes
between subsequent fixed QM configurations along the
reaction pathway. Similar to the approach by Warshel and
co-workers, we then calculated the MMf QM free energy
change for each QM configuration along the reaction
pathway, and, in this way, a high-level QM/MM PMF was
obtained. With this approach, we obtained a converged PMF
for the methyl transfer reaction in catecholO-methyltrans-
ferase (COMT). Consistent with results by Warshel and co-
workers,22 it shows that theelectrostaticinteraction energies
between the QM region and the MM region can be converged
to high accuracy. Interactions within the QM region are by
definition completely converged in our application since the
QM region was fixed in the sampling process.

Here we discuss the approach in a more general framework
and study the importance of sampling the phase space of
the MM region and ways to limit the computational cost. In

Figure 1. Illustration of the QTCP method, where a thermo-
dynamic cycle is employed to calculate QM/MM free energy
changes. The lower figure shows how this can be applied to
calculate the free energy barrier along a reaction coordinate
defined by F. We refer to this particular implementation of the
QTCP method by QTCP-U.
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particular, we show that the QM/MM-FE method may be a
fair approximation to our approach.

The article is organized as follows. In the next section,
we describe the methodology employed, including our
treatment of link atoms, and a derivation of the QM-FE and
QM/MM-FE approaches. A description of the computational
setup follows. Results for the methyl transfer reaction
catalyzed by COMT are discussed in section 3. We use two
different thermodynamic cycle approaches and demonstrate
that free energies can be extrapolated accurately to a different
basis set and exchange-correlation functional. The report ends
with some concluding remarks in section 4.

2. Method
2.1. Thermodynamic Cycle Approach.The thermodynamic
cycle depicted in Figure 1 makes it possible to compute high-
level QM/MM free energy changes between two states A
and B based on classical sampling. In this approach, the free
energy change between A and B described by QM/MM is
calculated as the sum of three terms: (1) the negative free
energy change between A described by MM and by QM/
MM (-∆Ammfqm/mm(A)), (2) the free energy change between
A and B with both described by the MM potential (∆Amm(A
f B)), and (3) the free energy change between B described
by the MM potential and by QM/MM (∆Ammfqm/mm(B)).
Hence

The methodology is quite general and can be applied to
compute free energy changes between different chemical
species. For instance, A and B in Figure 1 can be a protonated
and deprotonated group in order to compute a pKa value.
The methodology can also be used to compute the free
energy along a reaction coordinate as indicated in the lower
panel of Figure 1. We term the method the quantum
mechanical thermodynamic cycle perturbation (QTCP) method.
Because the shape of the thermodynamic cycle in Figure 1
resembles an edged U, we use the acronym QTCP-U when
referring specifically to the cycle in Figure 1 (as opposed to
the one in Figure 2).

Each of the three terms in the above equation can be
calculated by means of free energy perturbation (FEP).33,34

In the FEP approach, a free energy change,∆A(0f1) is
calculated as

wherekB is Boltzmann’s constant andT is the temperature.
E0 andE1 are the energies of system 0 and 1, respectively,
and〈...〉0 indicates an ensemble average for system 0. Hence,
the free energy changes in eq 1 can all be calculated as an
ensemble average for the system described by the MM
potential, meaning that a QM/MM free energy change can
be obtained without sampling the QM/MM potential surface
but entirely by sampling the surface of the MM potential.

Using FEP, the middle term on the right side of eq 1 can
be written as

and the first and last terms can be written as

In the equations above,Eqm/mm
tot and Emm

tot are the QM/MM
and MM potential energies.

The approach above demands an MD simulation per state
involved, but the free energy change can in principle be
computed from a single simulation. Figure 2 shows how this
can be pursued using a single simulation of an intermediate
state, O, which we will term an anchor point. In this case,
the free energy change,∆Aqm/mm(A f B), is calculated as
the sum of two terms

where

Figure 2 shows that the idea also can be applied to compute
free energy changes between several points on a reaction
pathway. We refer to this particular implementation of the
QTCP method by QTCP-V, because the shape of the cycle
in Figure 2 resembles a V.

2.2. Definition of Energy Terms.Before discussing the
QM-FE and QM/MM-FE methodologies we need to consider
the involved potential energy terms in more detail. We denote
coordinates of the atoms in the QM and MM region byRq

andRm, respectively. We start by defining the MM energy,
Emm

tot , in eqs 3, 4, and 6. This term can be separated into
three terms

Figure 2. The QTCP method, where a single simulation is
used to compute a QM/MM free energy change (QTCP-V).
The lower panel shows how this approach can be used to
obtain a free energy barrier along a reaction pathway.

∆Aqm/mm(A f B) ) -∆Ammfqm/mm(A) + ∆Amm(A f B) +
∆Ammfqm/mm(B) (1)

e-∆A(0f1)/kBT ) 〈e-(E1-E0)/kBT〉0 (2)

∆Amm(A f B) ) -kBT ln 〈e-[Emm
tot (B)-Emm

tot (A)]/kBT〉mm,A (3)

∆Ammfqm/mm(X) ) -kBT ln 〈e-[Eqm/mm
tot (X) -Emm

tot (X)]/kBT〉mm,X

X ) A, B (4)

∆Aqm/mm(A f B) ) -∆Ammfqm/mm(O f A) +
∆Ammfqm/mm(O f B) (5)

∆Ammfqm/mm(O f X) ) -kBT ln 〈e-[Eqm/mm
tot (X)-Emm

tot (X)]/kBT〉mm,O

(6)

Emm
tot ) Emm

m (Rm) + Emm
q/m(Rq, Rm) + Emm

q (Rq) (7)
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whereEmm
m describes interactions between MM atoms and

Emm
q/m describes interactions between the MM and QM

regions. The last term,Emm
q , describes interactions within

the QM region. All these classical terms are defined via a
force field, and they can be calculated by standard MM
programs such as CHARMM.35

To ease the discussion to come, we can further decompose
Emm

q/m into two terms

whereEne describes all interactions between the MM region
and the QM region besides point charge interactions, which
are described by the last term. This term is given by

where the summations run over MM and QM atoms, and
whereZR andZâ are point charges of MM and QM atoms,
respectively.

In a similar fashion, the total energy,Eqm/mm
tot , can be

decomposed into a term that depends solely on the positions
of the MM atoms and terms that depend on the positions of
both sets of atoms

where Emm
m is the same as in eq 7.Ecorr is a link atom

correction term, which is discussed in the next section.
The term,Eqm/mm in eq 10, is composed of a quantum

mechanical term,Equant, and a classical interaction term,Ene

whereEne is the same as in eq 8. In density functional theory
notation, the quantum mechanical term is given by

In this equation, density functionals are indicated by bars,
and n denotes the ground-state electron density of the
functionalEhvac + Vhext. Ehvac is the density functional for the
system in a vacuum, i.e., without external point charges, and
Vhext describes the electrostatic interactions between QM and
MM atoms and is given by

where the last term defines electrostatic interactions between
MM atoms and QM nuclei. Eq 13 is the QM analogue to eq
9. Equant involves polarization of the QM region by the MM
region and can be computed by a QM program where
external point charges can be included, such as Turbomole.

2.2.1. Link Atom Correction. When calculatingEquant,
special action is needed when there is a covalent bond
between the QM region and the MM region, and several
ways to handle such junctions are described in the literature.36

We use the hydrogen link atom approach, in which the QM
region is truncated by hydrogen atoms. The atoms that are
converted to hydrogen atoms will be called carbon link
atoms. Bond lengths between hydrogen link atoms and
adjoining QM atoms are changed such that the relative stretch
(or compression) of a given bond from its equilibrium length
is preserved compared to that of the bond between the
corresponding carbon link atom and QM atom.37 In our
methodology, the coordinates of the link atoms always belong
to Rq.

Point charges on MM atoms joining the link atoms are
often manipulated to avoid overpolarization of the QM
region. In our implementation, we do not manipulate any of
the point charges. Instead, we add a correction term,Ecorr,
to eq 11, which is defined as the difference of two classical
electrostatic interaction terms

and which approximately removes unwanted effects from
the hydrogen link atoms.Eelec is the standard MM electro-
static interaction between the MM region and the QM region
(with carbon link atoms) and is defined in eq 9.Ẽelec differs
from Eelec in that the carbon link atoms are changed to (MM)
hydrogen link atoms. This is pursued by deleting the bonds
between the link atoms and the MM region and by changing
the point charges of the carbon link atoms and reposition
them. In that way,Ẽelec models classically the electrostatic
interactions, eq 13, which defines the MM-QM electrostatic
interactions inEquant.

The above correction modifies only interactions between
the MM region and the QM region, whereas interactions
entirely within the QM (or MM) region are not changed.
Moreover, electrostatic interactions between atoms separated
by less than three bonds are approximately removed, and
they are scaled if they are between atoms separated by three
bonds. This is consistent with the Amber force field
employed in the current study. A graphical representation
of the correction term is given in Figure 3.

With the correction term,Ecorr, the free energy between a
state described by MM and by QM/MM converges faster
because the difference between the MM and QM/MM
potential energy surfaces fluctuates less. This is illustrated

Emm
q/m(Rq, Rm) ) Ene(Rq, Rm) + Eelec(Rq, Rm) (8)

Eelec(Rq, Rm) ) ∑
R∈mm

∑
â∈qm

ZRZâ

|RR - Râ|
(9)

Eqm/mm
tot ) Emm

m (Rm) + Eqm/mm(Rq, Rm) + Ecorr(Rq, Rm) (10)

Eqm/mm(Rq, Rm) ) Equant(Rq, Rm) + Ene(Rq, Rm) (11)

Equant(Rq, Rm) ) Ehvac(Rq)[n(Rq, Rm)] +
Vhext(Rq, Rm)[n(Rq, Rm)] (12)

Vhext(Rq, Rm)[n] ) -∫ dr ∑
R∈mm

ZRn(r)

|RR - r|
+ Vnuc, mm(Rq, Rm)

(13)

Figure 3. Illustration of the link atom correction employed in
the present study. The white ball is a hydrogen link atom, and
the black ball represents the corresponding carbon link atom.
In the MM system (center) there are no electrostatic interac-
tions between atoms separated by one or two bonds, whereas
those interactions exist in the QM/MM system across the MM-
QM interface (left). The bond across the interface is removed
in the MM calculation to the right, and, hence, the electrostatic
interactions across the interface mimic those of the QM/MM
calculation.

Ecorr ) Eelec- Ẽelec (14)
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in Figure 4 where the fluctuations of (Eqm/mm
total - Emm

total) are
plotted with and without the correction term included for a
simulation of COMT using the setup employed in the current
study (section 2.4). The lower panels of Figure 4 show the
contributions of the individual configurations to the ensemble
averages in the free energy perturbation equations. They
demonstrate that many configurations contribute to the free
energy if the correction term is employed, whereas the free
energy is dominated by a single configuration if the correc-
tion is not used.

2.2.2. Free Energy Perturbation Calculations for Fixed
QM Regions. In the current application, we use the
methodology to compute free energy changes between fixed
points along a reaction coordinate as illustrated in Figures 1
and 2. In addition, we fix the entire QM region, such that
the free energy depends parametrically of the positions of
QM atoms. With that approximation and the definitions in
eqs 7-14, eqs 3, 4, and 6 turn into the following formulas

whereRq
i andRq

i+1 are two subsequent points on a reaction
pathway. Note, that the terms∆Emm

q cancel in the sum eq 1
and therefore simply can be set to zero. This is of great
practical advantage in actual simulations, because no bonded
parameters need to be defined within the QM region, i.e.,
for atoms involved in the chemical reaction.

2.3. QM-FE and QM/MM-FE Approaches. In the QM-
FE and QM/MM-FE methods, interactions between the MM
and QM regions are described classically. To get to that
approximation, starting out from the QTCP method, we
consider two different configurations of the MM environ-
ment,Rm

0 andRm
1 , and write eq 12 as

It follows from the variational principle38 that

Hence, provided that the electron density does not fluctuate
too much owing to different polarizations by different MM
environments, all the QM/MM calculations in the ensemble
average can be approximated with nonself-consistent calcula-
tions using a frozen density obtained from a single self-
consistent calculation withRm

0 .
At the next level of approximation, we represent the

densityn(Rq, Rm
0 ) by point charges

whereEelec is given by eq 9. Thus

We restrict the discussion to situations where the QM
region is fixed. If the point charges used to represent the
QM region in the classical simulations are derived from a
QM/MM calculation where the coordinates are given byRm

0

(so thatEelec in eqs 8 and 21 are the same functions), then
the above approximation collapses the ensemble average in
eq 16 to

whereRm
0 is the configuration of the MM environment in

the calculation used to derive the point charges. With this
approximation, and using eq 15, the sum in eq 1 can be
written as

The QM terms,Ehvac(Rq)[n(Rq, Rm
0 )] for A or B, can be

computed by obtainingn(Rq, Rm
0 ) from a self-consistent

calculation with point charges positioned according toRm
0 ,

Figure 4. Upper panels show fluctuations of the energy
difference between the QM/MM energies and the correspond-
ing MM energies for the simulation with dC-O ) 1.80 Å. The
left panel shows the fluctuations when no link atom correction
is employed as opposed to the right panel where a link atom
correction is employed. The lower panels show the corre-
sponding contributions to the ensemble average in the free
energy perturbation equation.

∆Amm(Rq
i f Rq

i+1) )

-kBT ln〈e-[Emm
q/m(Rq

i+1,Rm)-Emm
q/m(Rq

i ,Rm)]/kBT〉mm,Rq
i + Emm

q (Rq
i+1) -

Emm
q (Rq

i ) (15)

∆Ammfqm/mm(Rq
i ) )

- kBT ln〈e-[Equant(Rq
i ,Rm)-Ẽelec(Rq

i ,Rm)]/kBT〉mm,Rq
i - Emm

q (Rq
i ) (16)

∆Ammfqm/mm(Rq
o f Rq

i ) )

- kBT ln〈e-[Eqm/mm(Rq
i ,Rm)-Emm

q/m(Rq
o,Rm)]/kBT〉mm,Rq

o - Emm
q (Rq

o) (17)

Equant(Rq, Rm
R) ) Eh(Rq, Rm

R)[n(Rq, Rm
R)]

) Ehvac(Rq)[n(Rq, Rm
R)] + Vhext

R (Rq, Rm)[n(Rq, Rm
R)] R ) 0, 1

(18)

Equant(Rq, Rm
1 ) ) Eh(Rq, Rm

1 )[n(Rq, Rm
1 )]

) Eh(Rq, Rm
1 )[n(Rq, Rm

0 )] + O[(n(Rq, Rm
1 ) - n(Rq, Rm

0 ))2]
(19)

Eh(Rq, Rm
1 )[n(Rq, Rm

0 )] ) Ehvac(Rq)[n(Rq, Rm
0 )] +

Vhext(Rq, Rm
1 )[n(Rq, Rm

0 )]

≈ Ehvac(Rq)[n(Rq, Rm
0 )] + Eelec(Rq, Rm

1 ) (20)

Equant(Rq, Rm
1 ) ≈ Eh(Rq, Rm

1 )[n(Rq, Rm
0 )] ≈

Ehvac(Rq)[n(Rq, Rm
0 )] + Eelec(Rq, Rm

1 ) (21)

∆Ammfqm/mm(Rq
X, Rm) ≈ Ehvac(Rq

X)[n(Rq
X, Rm

0 )] - Emm
q (Rq

X)
(22)

∆Aqm/mm(A f B) )

-kBT ln〈e-[Emm
q/m(Rq

i+1,Rm)-Emm
q/m(Rq

i ,Rm)]/kBT〉mm,Rq
i +

{Ehvac(Rq
B)[n(Rq

B, Rm
0 )] - Ehvac(Rq

A)[n(Rq
A, Rm

0 )]} (23)

1244 J. Chem. Theory Comput., Vol. 1, No. 6, 2005 Rod and Ryde



i.e., by computingEquant(Rq, Rm
0 ) ) Ehvac(Rq)[n(Rq, Rm

0 )] +
Vhext(Rq, Rm

0 )[n(Rq, Rm
0 )]. Ehvac[n(Rq, Rm

0 )] can then be com-
puted from a nonself-consistent calculation without point
charges.

At another level of approximation,Ehvac[n(Rq, Rm
0 )] can be

computed withn(Rq, Rm
0 ) represented by point charges in

the calculation ofVhext(Rq, Rm
0 )[n(Rq, Rm

0 )], such that

so that eq 23 is modified to

This form is employed by Yang and co-workers in their
QM/MM-FE method.16,18,19 In practice, it may be a better
approximation since the potential termsVhext(Rq, Rm

1 ) and
Vhext(Rq, Rm

0 ) are treated at the same level of approximation
(eqs 21 and 24) and therefore cancelation of errors may
occur.

If the point charges are derived from a calculation in a
vacuum, such thatn(Rq, Rm

0 ) ) nvac(Rq) and Equant )
Ehvac(Rq)[nvac(Rq)], then eqs 21 and 25 become identical, and
the formalism corresponds to the QM-FE method employed
originally by Jorgensen and co-workers2,3,4 and later by
Kollman and co-workers.13-15

2.4. Computational Details.We use the methodologies
above to compute free energy changes between fixed QM
regions along a predetermined reaction pathway for methy-
lation of catecholate catalyzed by COMT. We emphasize
that the topic of this article is not the calculation of reaction
pathways but rather how to compute free energies once a
reaction pathway is known.

2.4.1. Model System.The crystal structure of COMT (pdb
code: 1VID) was used as the starting structure.39 Hydrogen
atoms were positioned with the HBuild routine as imple-
mented in CHARMM.35 The employed QM system is
illustrated in Figure 5 and consists of 44 atoms of which
five are hydrogen link atoms.37 The QM system consists of
the catecholate molecule, the Mg2+ ion coordinated by
catecholate, an S(CH3)3

+ molecule to modelS-adenosyl-
methionine, HCOO-, HCOO-, and HCONH2 to mimic the
Mg2+ ligands: Asp-141, Asp-169, and Asn-170, respectively.
In the crystal structure, a water molecule (HOH-400) also
coordinates the Mg2+ ion, and that is included in the QM
system as well. All atoms were allowed to move in the MD
simulations, except the 44 QM atoms.

2.4.2. Reaction Pathway.We calculate the free energy
along a reaction pathway adopted from another study.40 Here
it is sufficient to give a brief summary. The distance,dC-O,
between the acceptor oxygen of catecholate and the carbon
atom in the transferred methyl group was used as reaction
coordinate. For 10 different values of the reaction coordinate

with dC-O ) 1.47, 1.80, 1.95, 2.00, 2.05, 2.10, 2.13, 2.30,
2.55, and 2.84 Å, the QM region was QM/MM optimized
with a constraint on the reaction coordinate and on all the
MM atoms. The ComQum program, which in turn is based
on the MM software Amber41 and the QM code Turbomole,42

was used for these calculations. The transition state was
found at 2.13 Å. For each of the points, the RESP protocol43

as implemented in Amber41 was used to calculate the point
charges in the presence of the MM region using electrostatic
potential points obtained by the Merz-Kollman scheme as
implemented in Gaussian.44

Because a single distance was used as reaction coordinate,
it is possible that abrupt changes occur in coordinates
orthogonal to the reaction coordinate. This indicates that an
improper reaction coordinate is used and that the obtained
reaction pathway may be significantly differently than the
energy minimum path. It was checked by plotting the
progress of other QM degrees of freedom, most noticeably
the distance between the transferred methyl group and the
donor atom, that this is not the case in the current study,
but rather that they progress in a continuous way from the
values of the reactant complex to the values of the product
complex.

2.4.3. Molecular Dynamics Simulations.Ten molecular
dynamics simulations, one for each point along the reaction
pathway, were made using the program CHARMM.35 In
these simulations, the QM system was represented by the
RESP point charges. The QM region was kept fixed in space
during the simulations, and all bond lengths involving
hydrogen atoms were constrained by means of the SHAKE
algorithm.45 Atoms of the cofactor and protein that are not
part of the QM region were described by the Amber94 force
field,46 and solvents were described explicitly using the
TIP3P model.47 Periodic boundary conditions were employed
using an octahedral unit cell and the Particle Mesh Ewald
(PME) method48 with a real-space cutoff of 9 Å to describe
the electrostatic interactions. All simulations were performed
with a constant volume, and the temperature was kept
approximately constant by reassigning the atomic velocities
from a Gaussian distribution if the temperature differed by
more than 5 K from 298 K.

The 10 simulations were initiated from structures in which
the coordinates of the QM system were taken from the QM/
MM calculations, whereas the positions of the MM atoms

Ehvac(Rq)[n(Rq, Rm
0 )] ) Equant(Rq, Rm

0 ) -

Vhext(Rq, Rm
0 )[n(Rq, Rm

0 )]

≈ Equant(Rq, Rm
0 ) - Eelec(Rq, Rm

0 ) (24)

∆Aqm/mm(A f B) ) -kBT ln〈e-[Emm
q/m(Rq

i+1,Rm)-Emm
q/m(Rq

i ,Rm)]/kBT〉mm,Rq
i

+ (Equant(Rq
B, Rm

0 ) - Eelec(Rq
B, Rm

0 ))

- (Equant(Rq
A, Rm

0 ) - Eelec(Rq
A, Rm

0 )) (25)

Figure 5. The QM system (bold sticks and sphere) employed
in the present study.
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and the size of the unit cell were taken from the last snapshot
of a 200 ps constant pressure (1 atm) and temperature (298
K) simulation for the transition state withdC-O ) 2.13 Å.
The structures were relaxed by 100 steps of steepest-descent
minimization with all heavy nonsolvent atoms restrained by
a harmonic potential using a mass-weighted force constant
of 10 kcal mol-1 Å-2 amu-1. This was followed by 20 ps of
simulation with only the backbone atoms restrained by a
harmonic potential using a mass-weighted force constant of
5 kcal mol-1 Å-2 amu-1. After that, the harmonic restraints
were removed. A total of 600 ps of simulations were
performed for each of the 10 points defining the reaction
pathway.

2.4.4. QM/MM Calculations. For each of the simulations,
400 configurations separated by 1 ps were stored. The
configurations were taken from the 200-600 ps time interval
of the simulations, and the configurations were used to
computeEquantinvolved in the FEP calculations. In principle,
Equantshould be computed with periodic boundary conditions
employed. However, such calculations are not possible with
the QM program employed, and we therefore only include
point charges from a single unit cell in the QM calculations
as well as in the calculations ofEmm

q/m in eqs 16 and 17. This
is a fair approximation because test calculations for the
classical free energy changes defined in eq 3 show that
describing the electrostatics in this way rather than with
periodic boundary conditions does not change the results
significantly.

Density functional theory with the Perdew-Burke-Ernzer-
hof (PBE) exchange-correlation functional49 was employed
for the QM calculations. The resolution-of-the-identity (RI)
approximation was used for the Coulomb terms,50 and the
one-electron wave functions were expanded in a 6-31G*
basis set with an additional set of diffuse s and p functions
located on the oxygen and sulfur atoms. We denote this basis
set 6-31(+)G*. The calculations were performed with the
program TURBOMOLE.42

The term, Ehvac[n(Rq, Rm
0 )], used in the QM/MM-FE

approximation, eq 23, was calculated by making a self-
consistent calculation with point charges included. Then, the
point charges were removed, and a single iteration (nonself-
consistent calculation) was performed using the wave func-
tion from the self-consistent calculation.51

3. Results and Discussion
3.1. QTCP-U Approach.The results based on the QTCP-U
method (Figure 1) are shown in Figure 6 for the enzyme
catalyzed reaction. The barrier for forward reaction is 56
kJ/mol and that of the reverse reaction is 78 kJ/mol. The
barrier is well converged with standard errors less than 1
kJ/mol.52 In addition, a difference of 1.6 kJ/mol is obtained
for the forward barrier, when individual classical free energy
changes (eq 15) based on forward and reverse transitions
are used, cf. Table 1.

The contribution to the free energy barrier from the MM
environment is indicated by the dashed line. The steepness
of the curve shows that the environment has a significant
impact on the reaction and emphasizes the importance of a
proper description of the environment. If the environment

had been omitted, the reaction would occur almost spon-
tanously.

Individual contributions from the FEP calculations are
listed in Table 1. It can be seen that the barrier is the result
of increasingly positive contributions from the classical free
energy changes and increasingly negative contributions from
the MM f QM/MM calculations. The averages of∆Amm

are used to report the final barrier.
In Figure 7, we investigate how the results vary with the

number of data points used in the ensemble averages in eqs
15 and 16. We compare results based on FEP ensemble
averages of 20, 50, 100, 200, and 400 data points. It can
be seen from the right panel that the barrier height is al-
most converged already at 20 data points, whereas the left
panel shows that additional data points smooth the bar-
rier. However, the transition state at 2.05 Å is not located
until 200 data points are used. With 200 data points, the
barrier is almost indistinguishable from that using the full
data set of 400 points. This shows that it is possible to
compute converged free energy barriers with the QTCP
approach.

3.2. Extrapolation to Higher Accuracy. The barrier of
56 kJ/mol is lower than the experimental prediction of about
75 kJ/mol.53 The free energy barrier is converged, but the

Figure 6. QM/MM free energy barrier at the level of DFT for
the methylation of catechol catalyzed by catechol O-methyl-
transferase. The dashed line indicates the contribution to the
free energy barrier from the MM environment.

Table 1: Individual FEP Contributions to the Free Energy
Barriers Based on the Ensemble Averages in Eqs 15 and
16a

∆Amm

dC-O ∆Ammfqm/mm step forward reverse av acc

2.84 0.0(0.4) 2.84 f 2.55 9.6(0.2) 9.0(0.2) 9.3 9.3

2.55 -2.1(0.3) 2.55 f 2.30 11.9(0.1) 12.0(0.2) 11.9 21.2

2.30 5.1(0.3) 2.30 f 2.13 14.6(0.2) 15.3(0.2) 15.0 36.2

2.13 11.5(0.5) 2.13 f 2.10 3.1(0.1) 2.9(0.1) 3.0 39.2

2.10 14.7(0.3) 2.10 f 2.05 8.0(0.1) 6.6(0.1) 7.3 46.5

2.05 9.2(0.5) 2.05 f 2.00 5.5(0.1) 6.6(0.1) 6.0 52.5

2.00 1.9(0.7) 2.00 f 1.95 3.5(0.1) 4.1(0.1) 3.8 56.3

1.95 -6.4(0.7) 1.95 f 1.80 9.2(0.1) 8.4(0.2) 8.8 65.1

1.80 -36.8(0.4) 1.80 f 1.47 13.4(0.2) 14.3(0.2) 13.9 79.0

1.47 -101.4(0.4)
a Classical free energy changes are computed for the forward and

reverse step, and the averages are listed as well. Accumulated
averages (acc) are listed in the last column. All energies are in kJ/
mol and reaction coordinates in Å. Statistical standard errors are given
in parentheses. Note that Emm

q ≡ 0, so internal energy changes of
the QM system are described exclusively by ∆Ammfqm/mm.
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QM/MM energies depend significantly on the basis set and
exchange-correlation functional chosen. This is shown in
Table 2, in which the reaction and activation energy for
various functionals and basis sets are listed. Energies based
on the 6-31(+)G* basis set are not fully converged, and there
are also significant changes among the different functionals.
On the other hand, energy fluctuations are almost invariant
to the basis set and functional employed. This is illustrated
in the left panel of Figure 8, where the difference between
energies calculated with the original setup (setup I) and a
6-311++G(2d,2p) basis set and the B3LYP hybrid functional
(setup II) are plotted for three different simulations. Because
the fluctuations are small compared to the shift in average
energy along the reaction pathway, it makes sense to

extrapolate between the two setups. The result of such an
extrapolation is plotted in the right panel in Figure 8.

Using this setup we get a free energy barrier of 69 kJ/
mol, which is in excellent agreement with the experimental
value of about 75 kJ/mol. The barrier for the reverse reaction
is calculated to 90 kJ/mol.

In the extrapolation scheme, a correction term∆Ei
xpol )

Ei
setup II - Ei

setup I is added to each pointi on the reaction
pathway. The strategy which we have chosen and which
performs well is one where the same MM environment (i.e.
positions and charges of MM atoms) is used to calculate all
the ∆Ei

xpol. The result shown in Figure 8 are based on
energies calculated with the MM environment defined by a
configuration taken from the simulation of the transition state,
but extrapolation based on calculations with the MM
environment turned off, i.e., calculations in a vacuum,
performs equally well. The two strategies give almost
identical barrier heights; for the forward barrier we compute
a barrier of 69 kJ/mol if the TS environment is employed
and 71 kJ/mol for the in vacuum corrections. The corre-
sponding barrier heights for the reverse reaction are 90 and
91 kJ/mol, respectively. The agreement between the two
strategies validates the extrapolation scheme further.

Cancelation of systematic errors probably occurs when the
same MM environment is used to calculate all extrapolated
energies along the reaction pathway. In contrast, because the
energy difference between setup I and setup II fluctuates
somewhat (Figure 8), a rugged free energy barrier is obtained
if a different MM environment is used for each point on the
reaction pathway. Therefore, we find such a procedure less
reliable. A more accurate approach would be to use an
average for several energy calculations for each point, but
we have not pursued such an approach here.

3.3. CPU Consumption.The total CPU load for the QM/
MM calculations using setup I is approximately 8 CPU days
on an Intel Xeon 2.4 GHz CPU for the entire free energy
barrier based on 4000 QM/MM calculations (∼3 CPU min/
calculation). One or two CPU days spend on 10 calculations
using setup II should be added if the free energies are
extrapolated to higher accuracy (2.5-4 CPU h/calculation).

The fairly small CPU load is due mostly to the RI
approach, which saves significant CPU time: a factor of
about 6 for the smaller basis set and a factor of about 13 for
the larger basis set. With the larger basis set a calculation
with the RI approximation takes about 20 CPU min, and,
hence, even with the larger basis set, the CPU load does not
prohibit convergence of the free energy changes as long as
pure density functionals are employed to which the RI
approximation applies. We find that the RI approach is
sufficiently accurate; the PBE energy changes listed in Table
2 with and without the RI approximation deviate by at most
0.5 kJ/mol from each other.

Finally, the methodology is perfectly suitable for cluster
and grid computing since all the single point QM/MM
calculations are strictly independent of each other.

3.4. Importance of Sampling.Having established that the
environment is important for a proper description of the
reaction, it is now interesting to explore the role of sampling.
An approach sometimes employed in QM/MM calculations

Figure 7. Convergence of free energy barriers with a number
of data points utilized. In the left panel, barriers based on 20-
400 data points are shifted vertically from one another. In the
right panel, the same barriers are superpositioned so that the
value at the reactant complex (2.84 Å) is zero.

Table 2: Computed Activation and Reaction Energies
(kJ/mol) for Methyl Transfer Using the QM Region
Indicated in Figure 5 in a Vacuuma

basis set

6-31(+)G* 6-311++G(2d,2p)

functional PBE
PBE/

RI PBE
PBE/

RI
TPSS/

RI TPSSh B3LYP

∆Efwd
* 12 12 22 22 11 18 27

∆Erev
* 111 112 101 101 106 117 115

∆Ereaction -99 -100 -80 -80 -96 -99 -98
a The resolution-of-the-identity (RI) approximation54 is used in

combination with the PBE and TPSS density functionals.

Figure 8. In the left panel, the difference between energies
computed with setup II (B3LYP, 6-311++G(2d,2p)) and setup
I (PBE, 6-31(+)G*) are plotted for configurations taken from
a simulation of the reactant complex (RC), the transition state
complex (TSC), and the product complex (PC). A free energy
barrier extrapolated from the one based on setup I to one
based on setup II (squares) is plotted in the right panel and
compared to the one based on setup I (circles).
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is to include the environment as a static set of point charges.
Figure 9 shows energy barriers computed in this way using
the same fixed MM environments (including solvent mol-
ecules) for all points on the reaction pathway. Two different
configurations for the MM environments are tested. One
configuration is taken from a simulation of the reactant
complex (dashed curve), and the other is taken from a
simulation of the product complex (dotted curve). The former
one gives barrier heights of 59 and 47 kJ/mol for the forward
and reverse reaction, respectively, and the later one gives
barrier heights of 26 and 96 kJ/mol. The difference between
the two curves is caused by a change in the polarization of
the environment upon going from the reactant complex to
the product complex. This can be seen from Figure 10 where
the electrostatic potential at the donor atom (VO) versus that
at the acceptor atom (VS) is plotted for the reactant complex
(RC), the transition state complex (TSC), and the product
complex (PC). The lack of a significant overlap between the
distributions of the product complex and the other complexes
also shows that sampling of one complex does not sample
important contributions to the free energy of the other
complex.55

As mentioned previously, omitting the MM environment
leads to a very low barrier, if the same QM/MM optimized

reaction pathway is employed. A method that has been used
extensively in the literature is to omit the MM environment
and optimize product, transition state, and the reactant
complex in a vacuum. Using this approach with setup II
(B3LYP, 6-311+G(2d,2p)) and with a solvent correction,
which is based on a continuum model with a dielectric
constant of 4, results in a forward barrier of 62 kJ/mol and
a barrier of 138 kJ/mol for the reverse reaction. These values
should be compared with the extrapolated values of 69 and
90 kJ/mol based on the QTCP-U method (Figure 8). Hence,
the forward barrier is fairly well reproduced, whereas the
reverse barrier is reproduced less well. The relatively small
and large deviations are because the transition state and
reactant complexes are similar and polarize the environment
in a similar manner as revealed by Figure 10. In contrast,
the product and transition state complexes polarize the
environment differently in a way that cannot be modeled
adequately by the low dielectric continuum model. It should
be emphasized that the reaction pathway optimized in a
vacuum is different from the QM/MM optimized reaction
pathway.

In the calculations in a vacuum, entropy changes and zero-
point energies can be estimated from normal mode calcula-
tions. Including entropy changes calculated in this way
decreases the barrier for forward reaction by 8 kJ/mol and
increases that of the reverse reaction by 2 kJ/mol. Entropy
changes of the QM region are not included in the results
based on the QTCP method, because the QM region is fixed.
As a first approximation, the above values can be included.
However, the entropy change between the transition-state
complex and reactant complex of 8 kJ/mol is probably an
overestimation because the orientation of S(CH3)3 group and
the catecholate oxygen in the reactant complex optimized
in a vacuum is different from that in the corresponding QM/
MM structure. On the other hand, the transition state and
product structures are quite similar in the two types of
calculations. For these reasons, we do not add these entropy
terms to our final results.

3.5. QTCP-V Approach.As described in section 2.1, the
actual number of simulations may be reduced if the QTCP-V
method (Figure 2) is employed. Here we have tested this
approach by computing free energy barriers based on
simulations with anchor points at 1.80, 2.05, or 2.55 Å. Using
these anchor points, the computed barriers for the forward
reaction are found to be 50, 63, or 58 kJ/mol, respectively,
and 82, 70 or 61 kJ/mol, respectively, for the reverse reaction.
In light of the previous section, these deviations are not
surprising since a single simulation does not sample impor-
tant contributions to all the other points.

We can compute a barrier where each of the three
simulations are used only to compute free energy changes
in an interval around the point for which the simulation was
performed. The three pieces can then be merged together to
give the complete free energy barrier. The result from this
strategy is plotted in Figure 11 (black line) and compared to
the result based on the QTCP-U method in the lower panel.
It is seen that the agreement is pretty good. The reaction
barrier based on the QTCP-V method is 60 kJ/mol for the

Figure 9. Energy barriers for methyl transfer catalyzed by
COMT using a fixed MM enviroment. The curves are averages
of 10 configurations taken from a simulation of the reactant
complex (RC, dashed) and the product complex (PC, dotted)
and compared with the QTCP-U method (solid).

Figure 10. The electrostatic potential caused by the MM
environment at the donor atom as a function of that at the
acceptor atom in the methyl transfer reaction catalyzed by
COMT. The potentials are plotted for a simulation of the
reactant (red), transition state (blue), and product (green)
complexes.
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forward reaction and 78 kJ/mol for the reverse reaction, to
be compared with 56 and 79 kJ/mol for the QTCP-U method.

The curves based on the 2.55 and 2.05 Å anchor points
coincide over a large interval between the two anchor points.
In fact, the curve based solely on the 2.55 Å anchor point
almost predicts the correct barrier height for forward reaction.
This feature is consistent with the scattering plot in Figure
10, which shows that the simulation of the reactant complex
(next to the 2.55 Å anchor point) samples important
contributions about the transition state complex at 2.05 Å.
On the other hand, merging of the curves based on the 2.05
and 1.80 Å anchor points is less well defined. Splicing the
two curves either at 1.95 or 1.80 Å gives slightly different
results for the reverse barrier height (∼4 kJ/mol difference).
The solid curve in Figure 11 is based on the average of the
two values.

We finally mention that the three curves also can be
aligned relative to each other by computing the classical free
energy changes between the three anchor points. The single
step free energy computations between the anchor points are
however associated with great uncertainty. This is revealed
by a hysteresis of about 8 kJ/mol for both the 1.80f 2.05
Å and the 2.05f 2.55 Å step. Nonetheless, if the averages
over the values computed for the forward and reverse
transitions are used, almost the same results as that from
the splicing of the curves is obtained.

3.6. QM/MM-FE Approach. Figure 12 compares results
based on the QM/MM-FE method, eq 23 or 25, with results
based on the more exact QTCP-U method. The two QM/
MM-FE approaches differ in how the QM energyEquant is
approximated (the approximation in eq 24 turns eq 23 into
eq 25).

The results based on eq 23 (dotted line) reproduces the
barrier for forward reaction well with a slight overestimation
of 1 kJ/mol, whereas the barrier for the reverse reaction is
overestimated by 10 kJ/mol. This trend is not surprising,
since the point charges employed are derived from a
QM/MM calculation where the enzyme is relaxed and the
solvent is equilibrated to the reactant complex, and therefore
the point charges model the electron density of points close
to the reactant complex better than points closer to the
product complex.

On the other hand, if eq 25 is used (dashed line), the
reaction barrier for forward reaction is underestimated by 5
kJ/mol and that of the reverse reaction by 4 kJ/mol. The
similar performance over the entire range might be due to
cancellation of errors as discussed in section 2.3.

Nonetheless, with or without the approximation in eq 24
included, the QM/MM-FE approach seems to be a reasonable
approximation to the QTCP approach leading to a significant
reduction of CPU time consumed.

4. Discussion and Conclusion
We have described a method, QTCP, that makes it possible
to compute converged high-level free energy changes. We
have used it successfully to compute a free energy barrier
for the methyl transfer reaction catalyzed by catechol
O-methyltransferase. The computations are based on a total
of 600 ps simulations per point on a reaction pathway (200
ps equilibration and 400 ps production run) and result in a
free energy barrier of 56 kJ/mol using the 6-31(+)G* basis
set with the PBE exchange-correlation functional. This value
can be extrapolated to 69 kJ/mol using the 6-311++G(2d,-
2p) basis set with the B3LYP functional, which is in excellent
agreement with an experimental value of about 75 kJ/mol.
The results are converged to standard errors to within 1 kJ/
mol and with a hysteresis of less than 2 kJ/mol. To obtain
such a good convergence we fix the QM region and make a
simple link atom correction, which compensates for the
improper description of covalent bonds at the interface
between the MM and QM region.

An important outcome of our computations is that a
significant polarization of the environment occurs as the

Figure 11. Top: Free energy barriers based on the QTCP-V
method using anchor points of dC-O ) 1.80 Å (cyan), dC-O )
2.05 Å (green), or dC-O ) 2.55 Å (magenta). The bold black
curve is a free energy barrier generated by merging pieces
from the three other curves together. Bottom: Comparison
of the merged black curve from the top panel with the free
energy barrier based on the QTCP-U method.

Figure 12. Free energy barrier for the methyl transfer reaction
catalyzed by COMT computed by means of the QM/MM-FE
approach, eq 23 (circles and dotted line), and compared with
the barrier based on the QTCP-U method in Figure 6 (solid
line). A free energy barrier based on the QM/MM-FE approach
and using the approximation in eq 24 is plotted with the
triangles connected with a dashed line.
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reaction progresses. For that reason relaxation of the MM
environment is important as obtained through the MD
simulations. It is possible that minimization of the total QM/
MM energy would give similar results. Electronic polariza-
tion of the QM region does not need to be described in great
detail. This is illustrated by the fact that energy fluctuations
are almost invariant to the exchange-correlation functional
and basis set employed. Moreover, using a point charge
description of the QM region, as in the QM/MM-FE
approach, reproduces the results fairly well.

We have demonstrated that significant CPU time can be
saved by using an extrapolation scheme and also that the
number of simulations can be reduced. The CPU time can
be reduced even further by using the QM/MM-FE ap-
proximation.

A major approximation in the current implementation of
the QTCP method and in other similar methods is that
entropic effects from the internal degrees of freedom of the
QM region are ignored or at least considered constant along
the reaction pathway. The need for fixing the QM region is
caused by the very different potential surfaces for the QM
internal degrees of freedom in the QM and MM description
of the QM region, which in turn makes the MMf QM FEP
calculations difficult to converge, cf. refs 6 and 22. In a first
approximation, entropic effects from the QM region can be
estimated from normal mode calculations based on optimized
QM structures in a vacuum. However, we find such an
approach unreliable since the reaction pathway in a vacuum
is different from that obtained from the QM/MM reaction
pathway. In the current study, this is most noticeable for the
forward reaction, since the reaction complex optimized in a
vacuum is markedly different from the one optimized by QM/
MM calculations. A different approach is to include QM
entropic effects by parametrizing the QM region along the
reaction pathway and use the parametrized potential surface
to describe fluctuations of the QM region.6,22,56However, if
the parametrization mimics the ab initio QM potential surface
well, it should also be possible to obtain converged MMf
QM FEP calculations. Indeed, the MMf QM FEP calcula-
tions can be considered as a test of a computationally cheaper
potential. In this regard, Wood and co-workers find that the
FEP calculations can be improved considerably by using
better reference potentials. Moreover, the ab initio calcula-
tions involved in the MMf QM FEP calculations can be
used to optimize the reference potential.22,26,28,29,31Warshel
and co-workers have also proposed an alternative approach
to circumvent the problem of a flexible QM region. The
approach is based on the linear response approximation
(LRA) and involves sampling of the ab initio potential energy
surface in addition to the EVB potential energy surface.6

In conclusion, the QTCP and the QM/MM-FE methods
seem to be promising methods for computing high-level
quantum mechanical free energies. We are currently testing
the methods, e.g. for the calculation of proton and electron
affinities.
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Abstract: We describe one of the first attempts at unrestrained modeling of self-association of

R-helices in implicit heterogeneous membrane-mimic media. The computational approach is

based on the Monte Carlo conformational search for peptides in dihedral angles space. The

membrane is approximated by an effective potential. The method is tested in calculations of

two hydrophobic segments of human glycophorin A (GpA), known to form membrane-spanning

dimers in real lipid bilayers. Our main findings may be summarized as follows. Modeling in

vacuo does not adequately describe the behavior of GpA helices, failing to reproduce

experimental structural data. The membrane environment stabilizes R-helical conformation of

GpA monomers, inducing their transmembrane insertion and facilitating interhelical contacts.

The voltage difference across the membrane promotes “head-to-head” orientation of the helices.

“Fine-tuning” of the monomers in a complex is shown to be regulated by van der Waals

interactions. Detailed exploration of conformational space of the system starting from arbitrary

locations of two noninteracting helices reveals only several groups of energetically favorable

structures. All of them represent tightly packed transmembrane helical dimers. In overall, they

agree reasonably well with mutagenesis data, some of them are close to NMR-derived structures.

A possibility of left-handed dimers is discussed. We assume that the observed moderate structural

heterogeneity (the existence of several groups of states with close energies) reflects a real

equilibrium dynamics of the monomerssat least in membrane mimics used in experimental

studies of GpA. The elaborated computational approach is universal and may be employed in

studies of a wide class of membrane peptides and proteins.

1. Introduction
Membrane proteins (MP) constitute∼30% of all proteins
encoded by whole genomes.1 Delineation of the structure-
function relationships for MPs represents an intriguing
challenge. Apart from fundamental importance, solving the
problem would be invaluable in the optimization of these
molecules’ behavior for pharmaceutical applications. Many
of MPs contain several transmembrane (TM) fragments or
function as oligomers. It is well-established now that

protein-protein interactions in lipid membranes are very
important for a large number of crucial cell processes.2,3

Membrane bound helix associates are the most appropriate
objects to study such interactions owing to the relative
simplicity of the systems and their stability. In addition,
hydrophobic and amphiphilicR-helices represent a dominant
structural motif responsible for the binding of MPs to
membranes. Thus, TM helix interactions mediate the func-
tional activity of a large number of integral and peripheral
MPs: receptors, ion channels, and others.4 Furthermore, it
has recently been established that dimerization of TM
R-helices may play a crucial role in the functioning of
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receptor tyrosine kinases.2 Interaction of individualR-helices
with membranes and membrane mimics has been extensively
studied using both experimental and modeling techniques
(see refs 5-7 for reviews). Analysis of atomic resolution
structures of MPs revealed a number of common principles
of helix packing in membranes.8,9 On the other hand,
molecular mechanisms that drive such association are still
poorly understood due to the difficulties of their experimental
studies. Therefore, elaboration of independent techniques is
especially well-timed. Molecular modeling represents a
promising alternative, which considerably extends and
complements traditional structural biology tools such as
X-ray and NMR spectroscopy.

A suitable system for the development of computational
techniques to assess helix interactions in membranes is the
hydrophobic segment 69-97 (GpA) of human glycophorin
A from erythrocyte membranes.10 This relatively small
system has been extensively studied in experiments. In
membranes and detergent micelles GpA formsR-helical
homodimers with parallel (head-to-head) orientation. Site-
directed mutagenesis11 has revealed that the LIxxGVxxG-
VxxT sequence pattern (where x marks an arbitrary residue)
is important for dimerization. A spatial model of the dimer
has been elaborated on the basis of these data and the results
of computer simulations.12,13 This has been done for two
helices in vacuo using global optimization technique com-
bining molecular dynamics (MD) and simulated annealing.
To prevent helix dissociation, a number of intermonomer
distance restraints have been employed. The most plausible
model of the dimer represents a right-handed helical super-
coil. It has been selected in agreement with mutagenesis data
and geometrical rules of helix packing in globular proteins.
Later, the model has been refined using several interhelical
distance restraints obtained by NMR in detergent micelles14

and by solid-state NMR in lipid bilayers.15 Despite the atomic
resolution of the models, NMR experiments yield only five
pairs of restraints on interhelical distances. Because of such
a small number of restraints, the question of uniqueness of
the model proposed for 3D structure of GpA still remains to
be answered. Moreover, there is a wealth of NMR data16,17

confirming that in many cases there is an equilibrium
conformational exchange between different oligomeric states
of helices in membrane-mimic environments. Such effects
have been also recently reported based on MD simulations
of hydrophobic helices in explicit hydrated octane slab.18

Noteworthy is that all the aforementioned experiments with
GpA have been carried out in membrane mimics, like
detergent micelles and lipid vesicles. Even in these artificial
environments the spatial structures of the dimer are somewhat
different. Furthermore, helix dimerization is mediated by the
micellar composition.19 Real biological membranes are much
more complex in terms of physicochemical properties and
therefore may strongly affect helix interactions. Nevertheless,
the appearance of the 3D model of GpA dimer in membrane
mimics (hereafter called “the nativelike structure”, although
the spatial structure under native conditions is yet to be
solved) has stimulated the development of theoretical
methods to study helix interactions in MPs. A number of
approaches resembling that suggested in ref 12 have since

been applied to predict 3D models of a number ofR-helical
dimers.20-24 Most of them possess severe limitations. First,
the simulations (except in refs 23 and 24) were carried out
either in vacuo or in a continuum dielectric with low
permeability. Additionally, the monomers were always
“rigid”, and hence the common occurrence of local distor-
tions in TM helices, like kinks and bends, was not taken
into account. Finally, it was a priori proposed that helices
adopt a TM orientation. These studies show that the NMR
structure of the GpA dimer can be predicted more or less
correctly even without media effectssit is sufficient to
introduce just a few restraints (helicity, TM orientation,
parallel packing). This is because GpA is a well-studied
system, and such restraints can be defined before the
simulation. In this case the answer already lies (at least
partially) in the inputsone knows a priori what one wants
to get. However, to proceed with the new oligomers, for
which the structural experimental data are missing, the
membrane effects on structure and/or insertion mechanisms
should be taken into account. Thus, the modeling of even
the simplest membrane helical oligomers is not straightfor-
ward, and the development of new efficient algorithms seems
very promising. To have a predictive power, they should not
impose any structural restraints and should not be based on
a priori knowledge of the mode of membrane binding for
the peptides. Previously we elaborated such a computational
approach based on unrestrained Monte Carlo (MC) simula-
tions in the presence of heterogeneous implicit membrane
(reviewed in ref 7). Applied to a large number ofR-helical
peptides, this method was efficient in reproducing the main
tendencies in peptide-membrane interactions in accord with
experimental data.

Here we undertake one of the first attempts at unrestrained
ab initio modeling of self-association of two GpAR-helices
in implicit membrane. The objective was to check whether
the calculations are capable of predicting the dimer structures
close to those observed in experiments. In addition to this,
because the experimental data on GpA have been obtained
in artificial membrane mimics, not in real membranes, it was
challenging to explore other conformational possibilities for
helix complexess possibly, depending on the media proper-
ties, some of them may be realized under native conditions.

2. Simulation Details
The System. The calculations were performed for two GpA
segments with sequences S(69)EPEITLIIFGVMAGVIGTIL-
LISYGIRR(97). All-atom starting structures of GpA were built
in R-helical conformationspreviously we have shown25 that
in an implicit membrane the GpA monomer folds in the TM
R-helix from the initial random coil. As shown in Figure
1A, 10 and 20 dummy residues were attached to the
N-terminus of monomer-1 and introduced between the
monomers, respectively. This was done to change the
orientation of peptides with respect to each other and to the
membrane during the simulation. These “virtual” residues
were taken from the standard library of the FANTOM
program.26 They do not contribute to the energy of the
system. First the atom of the N-terminal dummy residue was
always positioned in the center of the hydrophobic layer with
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coordinates (0,0,0). The inclusion of the “dummy” regions
was dictated by the necessity of continuity of the protein
backbone for simulations in dihedral angles space. Charges
were assigned to the peptide atoms at pH 7. Simulations were
started from three independent positions of noninteracting
R-helices (Figure 2). Atomic coordinates of the NMR-derived
model14 of the dimer (GpANMR, residues 69-97) were taken
from the Brookhaven Protein Data Bank,27 entry 1afo. MC
search for GpANMR in an implicit membrane was performed
with dummy residues introduced as shown in Figure 1A.
The starting structure was arbitrarily placed in an aqueous
phase (Figure 2D). The lowest-energy state found for
GpANMR in a membrane is referenced as GpANMR-mem.

Simulation Protocol. The peptides’ conformational space
was explored via MC search in torsion angles space as
described elsewhere.28 The membrane was represented by a
“hydrophobic slab” described by an effective solvation
potential. This was done using atomic solvation parameters
(ASP) for gas-cyclohexane and gas-water transfer, which
mimic the hydrophobic membrane core, lipid-water inter-
face, and aqueous solution.25 All-atom potential energy
function for the protein was taken in the following form:
Etotal ) EECEPP/2+ Esolv + E∆ψ . The termEECEPP/2includes
van der Waals, torsion, electrostatic, and hydrogen bonding

contributions.29 Esolv is the solvation energy

whereASAi and∆σi are accessible surface area (ASA) and
ASP of atomi, respectively, andN is the number of atoms.
The values of ASPs were taken from ref 28. Interaction of
the protein with both aqueous and membrane environments
is given by eq 2, where∆σi depends on thez coordinate of
atom i (the axisZ is normal to the membrane plane)

where∆σi
mem and∆σi

wat are ASP values for the typei atom
in aqueous (wat) or nonpolar (mem) environments, respec-
tively; z0 is a half-width of the membrane (i.e., the hydro-
phobic layer is restricted by the planes given by the equation
|z| ) z0); D ) 2z0 is the membrane thickness (30 Å); andλ
is a characteristic half-width of the water-membrane
interface (in this studyλ ) 1.5 Å).

Nonbond interactions were truncated with a spherical
cutoff of 30 Å. As discussed earlier,28 electrostatic interac-
tions were treated with distance-dependent dielectric perme-
ability ε ) 4 × r. Prior to MC simulations the structures
were subjected to 80-150 cycles of conjugate gradients
minimization. Then several consecutive MC runs (5× 103

steps each) with different seed numbers and sampled 5, 3,
2, 1 randomly chosen torsion angles were performed without
restraints. At each MC step the structures were minimized
via 50-150 conjugate gradients iterations. In each run the
initial conformation was the lowest-energy one found in
previous runs. In sum,∼2.5× 104 MC steps were performed
for all systems in one complete MC simulation. To preserve
the structure of the GpANMR model, in the beginning of the
MC search (first 3.3× 103 MC steps), a set of intermonomer
distance restraints derived from the NMR structure was
applied (Table 1 in the Supporting Information). The later
MC stages were performed without restraints. In total,
∼4 × 104 MC steps were done for GpANMR. One of the
resulting low-energy conformers (model GpAMC) was sub-
jected to constant-temperature MC simulation without mini-
mization. This was done using 5× 105 MC steps atT )
300 K.

The effect of TM potential (∆ψ ) 300 mV) was taken
into account using a special energy term (E∆ψ)7,30,31

whereqi andzi are partial charge and coordinatez of atom
i, andF is Faraday’s constant. For|zi| > z0, ψ(z) ) const.
Earlier we have shown31 that modeling with∆ψ ) 100 mV
reproduces the behavior of a signal peptide adequately well
as compared to experimental observations made under
∆ψ ) 30 mV. So, we assume that the magnitude of∆ψ )

Figure 1. (A) Schematic drawing of the molecular system
used in Monte Carlo simulations. Cylinders marked “1” and
“2” represent R-helical monomers (segments 69-97) of GpA.
Thin broken lines indicate dummy residues. Termini of the
system are marked with symbols “N” and “C”. (B) Definition
of the geometrical parameters for two R-helices in a dimer:
Θ and d are respectively the angle and the distance between
the helical axes.

Figure 2. (A-C) The arbitrary chosen starting configurations
of two noninteracting R-helices of GpA used in Monte Carlo
simulations. (D) The starting structure of the NMR-derived
model of the GpA dimer. The peptides are displayed with
ribbons. The nonpolar layer of membrane is shown in gray.
The monomers are marked “1” and “2”.

Esolv ) ∑
i)1

N

∆σi ASAi (1)

∆σi(z) )

{∆σi
mem- 0.5‚(∆σi

mem- ∆σi
wat)‚e(|z|-z0)/λ if |z| < z0

∆σi
wat + 0.5‚(∆σi

mem- ∆σi
wat)‚e-(|z|-z0)/λ if |z| g z0

(2)

E∆ψ ) (F∆ψ/D) ∑
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N
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300 mV used in simulations (later also denoted as “∆ψ *
0“) roughly corresponds to∆ψ ∼ 100 mV in real mem-
branes.

The models of both “less hydrophobic” and “more
hydrophobic” membranes were constructed as follows. In
the former case the membrane’s nonpolar part (|z| e 15 Å)
was described by the ASP values obtained on the basis of
the gas-octanol free energies of transfer.28 In the latter case,
this region was approximated with ASPs corresponding to a
hypothetical solvent that is “more hydrophobic” than cyclo-
hexane. To do this, the gas-cyclohexane values of ASPs were
calculated according to the following formula:∆σmem′ )
a × ∆σmem(a - 1) × ∆σwat, where the coefficienta was
taken to be equal to 1.2. The modified membrane models
were employed in MC simulations analogous to those
described above. Other details will be given elsewhere
(Efremov et al., manuscript in preparation).

A Hypothetical Left-Handed Model of the GpA Dimer .
Such the model (hereafter indicated as GpAL) was built as
follows. The low-energy MC state with parameters (d ≈ 5.7
Å; Θ ≈ 58°) was used as a structural template.d andΘ are
the distance and the angle between helical axes of the
monomers (Figure 1B). Two idealR-helices of GpA were
fitted into this model over CR atoms using the least-squares
criterion, thus preserving the helix packing inherent in the
MC model. The resulting structure was subjected to energy
minimization in vacuo using 3× 102 steepest descent
iterations followed by 2× 104 conjugate gradients steps.
Five pairs of NMR distance restraints14 were employed in
the minimization protocol. The calculation and visualization
of hydrophobic/hydrophilic properties of GpA were carried
out using the molecular hydrophobicity potential (MHP)
approach, as described elsewhere.32 The MHP values were
calculated on the solvent-accessible surfaces ofR-helical
segments Glu72-Ile95 in the models GpANMR-mem, GpAMC,
and GpAL.

Analysis of the Results.Resulting states were analyzed
using a set of auxiliary programs specially written for this.
Only the low-energy states (in the range [Emin, Emin+∆E],
whereEmin is the minimal energy,∆E ) 15 kcal/mol) were
considered. Mutual disposition of the monomers was de-
scribed in terms of the valuesd, Θ, and the dimerization
interface. The helix axes were calculated using the least-
squares fit to coordinates of backbone atoms. Accessible
surface areas (ASA) of residues and their secondary structure
were assessed using the DSSP program.33 Residuei was
considered to lie on the dimerization interface if the
difference between its ASA values in dimer and in monomer
exceeds 25 Å2 (10 Å2 for glycines). Clustering of low-energy
states was done based on the parameters of helix packing
(Θ, d) and the composition of dimerization interface.

3. Results
The Choice of the Studied Systems and the Simulation
Protocols. To understand to what extent the membrane
environment determines the spatial structure of monomers
and drives their association MC simulations of twoR-helices
of GpA were performed in vacuo and in a hydrophobic slab
with and without TM voltage. (The term “vacuum” means

that the solvation energy was omitted.) Two types of starting
configurations were used in each medium, these being the
randomly oriented helices and the GpANMR model (see
Methods). Furthemore, in the former case several indepen-
dent simulations with different random starts were carried
out with a view of checking, whether the unrestrained MC
search may be used to predict the states that agree with the
experimental observations. In the latter case the following
questions were addressed: “Whether the experimental struc-
ture is stable in membrane mimic?”; “Whether the yielded
low-energy states compete in energy with the “nativelike”
structures?”; and “How do they bind to the membrane
(geometry of insertion)?” Comparison of the results obtained
in both cases is required to assess the quality of sampling of
the GpA’s conformational space: is it sufficient enough to
provide solutions that agree with the experimental data. It is
important that the low-energy states obtained in simulations
of the same type (see below) revealed similar energies,
structures, and modes of membrane binding. This gives
strong grounds to believe that the essential sampling of the
conformational space was reached in MC simulations.

Simulations in Vacuo: Wrong Way to the “Nativelike”
Structure of the Dimer. The low-energy states obtained
from random starts represent either “hairpin (HP)-helix”
structures or antiparallel (head-to-tail) dimers (TMvV) (not
shown). They demonstrate large conformational hetero-
geneitysHP-helices may be destabilized on different resi-
dues, and spatial disposition of the monomers varies in a
wide range. Furthermore, interfaces between the monomers
drastically differ from those in the GpANMR structure. A
similar situation was seen with the simulations starting from
the GpANMR model. In this case the initial “realistic” structure
significantly loses in energy to the conformers found from
random starts. In vacuo the “nativelike” model is unstables
the monomers rapidly change their mutual orientation, and
the structure converges into the ones obtained from random
starts (not shown). Therefore, unrestrained modeling in vacuo
cannot be used for adequate simulations of TM helix
interactions. Below we present the results obtained in a
symmetrical membrane. (The term “symmetrical” means that
both sides of the membrane are equivalent in the mathemati-
cal sense.)

Two Helices in a Symmetrical Hydrophobic Slab:
Predominance of Misfolded Dimers.As seen in Figure 3A,
the presence of a hydrophobic layer stabilizes theR-helical
structure of both monomers and forces them to adopt TM
orientations. Also, in their energetically favorable states the
helices pack together and form antiparallel (|Θ| > 90°, TMvV)
or parallel (|Θ| < 90°, TMvv) dimers. The population of the
former ones is considerably higher. Helix packing parameters
for some of the low-energy states are shown in Table 1. It
can be seen that the states TMvV and TMvv have low energies
of interaction with the environment (Esolv): the hydrophobic
residues in the central part of helices are exposed to apolar
membrane core, while the hydrophilic ones (on the GpA
termini) are accessible to water. Also, the overall stability
of such dimers is determined by the saturation of their
H-bonding potencies (maximal number of residues in
R-helix) and by favorable van der Waals interhelical contacts.
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It is remarkable that in all TM dimers occurrence of the motif
GxxxG on the helix-helix interface correlates with low
values of theEvdW energy term. TMvV structures reveal smaller
values of the electrostatic term (Eelect) due to interactions
between opposite charges on the monomers’ termini. In the
calculations starting from the GpANMR model, the low-energy
states (GpANMR-mem) represent TMR-helical dimers, and the
monomers almost do not change their packing as compared
to the initial structure. Tight packing of parallel helices in
GpANMR-mem (low EvdW) compensates for the unfavorable
electrostatic contacts between their termini.

Electrostatic Potential on the Membrane: The Way
To Correct Folding of the Dimer? Unrestrained Simula-
tions from Arbitrary Starts.The low-energy states obtained
from random starts in a membrane with applied TM voltage
are characterized as follows. Like in a symmetric (∆ψ ) 0
mV) membrane, the monomers retain well their initial
R-helical conformation (Figure 3B). BothR-helices adopt a

TM-orientation, and their hydrophobic parts strongly interact
with the medium imitating lipid bilayersthe corresponding
impact to the solvation energy of the dimer (Esolv) being
∼ -35 kcal/mol for the hydrophobic membrane core and
∼ -15 kcal/mol for the interfacial region. The peptides’
termini reveal highly favorable contacts with water,Esolv

being∼ -135 kcal/mol. Moreover, in all low-energy states
the monomers constitute tightly packed TM complexes, i.e.,
the formation of protein-protein contacts in a nonpolar
environment is an energetically more beneficial process than
giving to each of the peptides all the accessible area for
contacts with the medium. At the same time, a number of
significant differences were observed comparing with the
case∆ψ ) 0. For instance, the dipole moments of the
R-helices are oriented in the direction of the TM electric
field. As a result, TMvv-dimers typical of GpA in membrane
are well reproduced in the calculations (Figure 3B). Besides,
the presence of∆ψ affects the geometry of helix packing:
unlike the case∆ψ ) 0, the resulting states agree better with
the GpANMR model (Table 1). Additionally, a lesser degree
of conformational heterogeneity of the MC states results in
a restricted number of solutions. To define how adequate
the dimeric MC structures are, it is necessary to inspect the
mutual positions of the helices and to pinpoint the interac-
tions driving the dimerization in the membrane.

With this aim in view, the total energy and its components
for both the entire complexes and individual monomers and
residues were considered, and the dimerization interfaces
were delineated. The results reveal two highly populated
classes of conformers (Figure 4). In the first of them the
area of intermonomer contacts is located in the central part
of the dimer, while in the second class the subunits interact
mostly by their termini. States from both classes have

Figure 3. Monte Carlo simulations of two R-helices of GpA
in implicit membrane without (A) and with (B) applied TM
potential. Groups of the low-energy states are indicated with
numbers (as in Table 1). GpANMR-mem is the lowest-energy
state of the NMR-derived model of GpA. The peptide’s termini
are marked with symbols “N” and “C”. Side chains of positively
(Arg96, Arg97) and negatively (Glu70, Glu72) charged resi-
dues are shown in stick presentation. In the structure A-1 they
are also marked with symbols “+” and “-”, respectively. The
peptides are displayed with ribbons. The nonpolar layer of
membrane is shown in gray.

Figure 4. Two classes of the low-energy states found via
Monte Carlo simulations in implicit membrane with applied
TM potential. Distribution of the dimers over their solvation
(Esolv) and van der Waals (EvdW) energy terms. Class 1: tightly
packed dimers with symmetrical interface; class 2: dimers with
helices interacting by the terminal parts. Typical examples of
structures from both classes are shown with ribbons. Dashed
vertical line indicates an approximate boundary between the
two classes. The symbols “]*” and “9” mark respectively
GpANMR-mem and GpAMC states. For other details see the
legend to Figure 3.
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comparable values of total energy, but the termsEsolv and
EvdW differ. Thus, the states of class-1 are characterized by
a tighter packing of helices (Figure 4). As a result,EvdW for
them is∼10 kcal/mol lower than in class-2. The states of
class-2 have a smaller area of intermonomer contacts
(370 ( 50 Å2 and 250 ( 70 Å2 in classes 1 and 2,

respectively). Because of this the subunits interact with the
membrane to a greater extent, thus resulting in lower values
of Esolv.

As argued below (see Discussion), the class-1 of states
was selected for further inquiry. In total, about 800 such
structures were delineated. They have diverse types of helix

Table 1. Parameters of the Low-Energy States of the GpA Dimer Found via Monte Carlo Simulations in Implicit Membrane
with and without Applied Transmembrane Voltage

1 The group numbers are the same as in Figure 3. The symbols TMvV and TMvv indicate antiparallel and parallel TM dimers, respectively. 2 d
and Θ are respectively the mean distance (in Å) and the mean angle (in deg) between helix axes for a given group of states. Standard deviations
are given in brackets. 3 Residues found on the helix-helix interface are indicated with their one-letter code. Gray hatching shows, whether
these residues also contribute to dimerization according to mutagenesis data.11 Sequences of the monomers 1 and 2 are shown either in
antiparallel or in parallel orientationssfor TMvV and TMvv states, respectively. 4 Etotal, Eelect, EvdW, and Esolv are the mean values of total, electrostatic,
van der Waals, and solvation energies, respectively (in kcal/mol). Standard deviations are given in brackets. 5 GpAMC is the calculated model
most close to the NMR structure of the dimer.14 6 GpANMR-mem is the lowest-energy state found starting from the NMR-derived model (GpANMR)
of the dimer14 in implicit membrane. The values Θ and d in GpANMR-mem and in GpANMR are very similar. 7 These class-2 states are not shown
in Figure 3B.
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packing (Table 1). Accordingly, the composition of the
dimerization interface may vary as well. Nevertheless, in all
these structures, most of the residues involved in helix-
helix contacts were also found on the interface in experi-
mental studies. The groups of low-energy states represent
well-defined and compact clusters which do not overlap
(Figure 5), and therefore only a limited number of possible
packing geometries should be used for future analysis. No
outliers of the clusters were found. As shown in Table 1, a
complete conformity with the known motif of dimerization
was not observed for the theoretically predicted states,
although in some of them six of seven residues were
determined correctly. Indeed, summary analysis of dimer-
ization interfaces in all groups listed in Table 1 yields a
distribution of residues most frequently involved in helix-
helix contacts quite similar to that found via mutagenesis in
ref 11 (Figure 6). Putative reasons for the discrepancies
observed near the C-terminus are discussed later (see
Discussion).

In the considered structuresR-helices pack in a sym-
metrical (or nearly symmetrical) manner with respect to one

another (Table 1). Because theR-helices have identical
sequences, this result seems quite plausible, although asym-
metrical homodimers have also been predicted for some other
TM peptides (e.g., ref 18). We should note that the NMR
model has been built as a symmetrical dimer as well.
Interestingly, the formation of complexes with either negative
(groups 1 and 6, Table 1) or positive (groups 2-5) values
of the angleΘ is possible, corresponding to right- and left-
handed double super-helix, respectively. For both types of
structures the largest population of states is observed when
d ∼ 9 Å. This agrees with the data on statistical analysis of
high-resolution structures ofR-helical complexes in
MPs:8,34 in the majority of the helical pairsd ∼ 9.6 Å, while
those withd ∼ 7.0 Å are rare. Among the states withΘ <
0 is one (highly populated) group of dimers with packing
parameters close to the model GpANMR (Table 1). The best
correspondence is observed for the group-6 (GpAMC). These
are the states for which the dimerization interface is entirely
symmetrical and agrees well with that found by NMR. To
inspect the stability of the resulting dimeric states, one of
the found low-energy conformers (GpAMC) was subjected
to constant-temperature MC simulation without minimization.
It was shown that the GpAMC model was stable during 5×
105 MC steps: resulting all-atom RMSDs were within 1 Å
from the initial structure.

Simulations with the GpANMR Start.Resulting low-energy
states represent TM complexes with the termini accessible
to water (Figure 3B, Table 1). The initial structure is well
retainedsfor residues 71-95 the backbone RMSDs with the
starting NMR model do not exceed 1.2 Å. The model
GpANMR-memhas the total energy close to that in other groups
of states (Table 1). Comparison with one of such structures
(GpAMC) reveals that both dimers have similar geometry of
membrane binding (Figure 3B) and dimerization interface
(Table 1). One exception is provided by residues Leu75sin
the model GpAMC their side chains do not form such tight
intermonomer contact, as in the experimental structure.
Despite a relatively high backbone RMSD as compared to
the GpAMC structure (2.5 Å on the region 71-95) and
somewhat overestimated distances for a number of helix
contacts on the N-terminus (Table 2 in the Supporting
Information), in overall, the model GpAMC represents a rather
good approximation for the structure observed by NMR in
micelles. We should mention that, unlike the GpANMR model,
the helices in the GpAMC states were not restrained to their
ideal conformations.

The Role of Hydrophobicity Degree of the Membrane.To
estimate the sensitivity of the modeling results to changes
of the parameters of the lipid bilayer, calculations analogous
to those described above were conducted using “less
hydrophobic” and “more hydrophobic” membranes. In the
former case the membrane’s nonpolar part was approximated
with octanol, while in the latter study a hypothetical solvent
that is “more hydrophobic” than cyclohexane (in terms of
free energy of transfer from water) was employed (see
“Methods”). It was shown that the application of such
modified membranes leads to unrealistic conformations of
the dimer: improper helix packing, helix destabilization, the
appearance of nondimeric forms, etc. (data not shown,

Figure 5. Distribution of the low-energy states of class-1
found via Monte Carlo simulations in implicit membrane with
applied TM potential over their helix packing parameters d
and Θ (distance and angle between helix axes, respectively).
Numbering of groups is that as in Table 1.

Figure 6. Relative importance of GpA residues in dimeriza-
tion. Bold line: mutagenesis data, taken from ref 11. Dashed
line: frequency of occurrence of residues on the helix-helix
interface: results of summary analysis of the groups of low-
energy states obtained via Monte Carlo simulations (listed in
Table 1). The distributions are normalized on the range
[0, 1].
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manuscript in preparation). This clearly demonstrates the
importance of the balance betweenEsolv and other energy
terms: underestimation as well as overestimation of the
media effects may considerably affect the resulting low-
energy states.

Left-Handed R-Helical Dimer. As seen in Table 1, there
are several groups of dimers withΘ > 0. Two of them are
especially interesting, namely groups 2 and 5. This is because
the packing parameters in group-2 are frequently observed
in left-handed TM helical pairs,34 while the densely packed
complexes of group-5 bear a resemblance to the left-handed
dimers proposed earlier based on mutagenesis data.11 Mono-
mers in this group have favorable van der Waals contacts
and demonstrate symmetrical tight packing ofR-helicess
mainly due to interactions in their middle parts, via the motif
GVxAGxxG. Whether is it possible a dimeric structure with
Θ > 0, which also satisfies the constraints, imposed by
mutagenesis and NMR results? To answer this question, a
hypothetical structure was built based on one of MC
conformers from the group-5 (see “Methods”). Detailed
analysis of helix packing in structures GpAL, GpANMR-mem,
and GpANMR reveals that the model GpAL satisfies reasonably
well the two independent sets of NMR distance restraints.14,15

In the former case, average violations of the restraints are
1.10, 0.86, and 0.74( 0.07 Å for GpAL, GpANMR-mem, and
an ensemble of 19 experimental models (GpANMR). In the
latter case, such violations are 0.84, 0.18, and 0.47( 0.17
Å, respectively (Table 3 in the Supporting Information). So,
the model GpAL fits better to the solid-state NMR data.
Interestingly, MC simulations of the model GpANMR in an
implicit membrane lead to a very good agreement with the
restraints measured in lipid vesicles as compared to those
obtained in micelles: during MC simulations the “micellar”
model converges to the structure observed in lipid vesicles.
Therefore, overall, the hypothetical model GpAL does not
contradict NMR results. Analysis of helix-helix contacts
in GpAL demonstrates that the dimerization interface includes
residues GXXXG (Table 1). Interestingly, residues Leu75,
Ile76, Gly79, Val80, Gly83, and Thr87, the importance of
which for helix association was proved by the mutagenesis
results, form a helix-helix interface in the model withΘ >
0°. Apart from those, the residues Gly86, Leu89, and Ile91
are also involved in helix association. According to mu-
tagenesis data, replacement of each of the last ones seriously
affects dimerization, even though they lie apart from the
interface in the model GpANMR.

Complementarity of Hydrophobic/Hydrophilic Sur-
faces.Two-dimensional hydrophobicity maps forR-helices
in models GpANMR, GpAL, and GpAMC are shown in Figure
7. Contour isolines display on their surfaces hydrophobic
regions with high positive values of MHP, and the gray-
hatched areas indicate dimerization interfaces. It can be seen
that the characteristic feature of eachR-helix is its strong
hydrophobicity and presence of a relatively more polar
“Λ-shaped” pattern. Its left and right “arms” are formed
by residues Ser92, Thr87, Gly83, Gly79 and Gly94,
Gly86, Gly79, respectively. In the right-handed complexes
(GpANMR, GpAMC) the dimerization interface fits to the first
polar region (Figure 7A,B), while in the left-handed model

(GpAL)sto the second one (Figure 7C). As seen in Figure
7A,B, in the structure GpAMC the interfacial contact area
agrees well with that observed by NMR, although in the
theoretical model the contact pattern has a somewhat smaller
tilt with respect to the helix axis (and, therefore, smaller value
of the angleΘ). In addition, in all the models the interface
is composed of parallel hydrophilic and hydrophobic stretches.
In the right- and left-handed dimers the last one is formed
by residues Ile76, Val80, Val84, Ile91 and Val80, Val84,
Leu89, Leu90, respectively. Analysis of the dimerization
interface in both right- (GpAMC) and left- (GpAL) handed
MC models shows that the interdigitation of the side chains
(“grooves-into-ridges”) observed in the NMR structures is
well reproduced (Figure 7, bottom). Moreover, in the
calculated structuresø1 rotameric states of residues cor-
respond well to those in the NMR models (data not shown).

4. Discussion
Simulations in Vacuo or in a Hydrophobic Slab?Unre-
strained modeling in vacuo clearly demonstrates that media
effects are very important for proper description of folding
and assembling of TMR-helices. Thus, the simulations from
random starts were unable to reproduce the “nativelike”
parallelR-helical dimers observed in experiments. In addi-
tion, the well-packed GpANMR structure was unstable in
vacuo. The last result points to the fact that the failure of
MC search from arbitrarily chosen positions of helices is
not related to the problem of insufficient sampling of the
conformational space for the system. Instead, the reason is
that the absence of heterogeneous polar/apolar membrane
environment leads to overestimated electrostatic interactions
between charged termini of the peptides. In addition, aliphatic
side chains of a large number of residues tend to form
hydrophobic contacts with each other but not to be exposed
on the surface.

On the contrary, MC search from random starts with
noninteractingR-helices reveals that monomers of GpA retain
R-helical conformation in the hydrophobic slab, adapting TM
orientation and tightly packing together to form stable parallel
and antiparallel dimers. In a symmetrical slab only a small
fraction of the low-energy states resembles the GpANMR

structure. Modeling in such a membrane does not possess
high predictive power because it results in a large number
of possible solutions, these being TM complexes with close
energies but drastically different packing. Moreover, most
of them are misleading, their “head-to-tail” topology not
resembling that found in experiments. It is important that,
independently of the starting configuration (random starts
or GpANMR model), resulting low-energy states have close
values of the total energy. This demonstrates high efficiency
of the MC search and makes us confident that the developed
protocol provides an essential sampling of states. Similar
findings have also been reported in our previous studies of
other peptides and proteins (reviewed in ref 7).

As for the surprisingly high population of misfolded (TMvV)
states in a symmetrical membrane, we suppose that it is due
to the equivalence of the two membrane sides: since there
is no preferential direction for the dipole moments of
R-helices, both types of the dimers are energetically favor-
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able. In contrast, real biological membranes manifest TM
potentials (∆ψ) present across lipid bilayers. They feed and
control many biological processes, ranging from energy
conversion and channel gating to protein insertion and
translocation. The role of∆ψ seems to be especially
important for TM helices of GpA because they carry charges
of opposite sign on their termini and possess large dipole
moments (∼90-100 D). It seems reasonable that the
presence of∆ψ destabilizes the TMvV-states and sufficiently
favors the TMvv-ones, where the dipole moments of helices
are oriented along the electric field. Therefore, to provide a
more realistic treatment of helix association, the influence
of ∆ψ should be taken into account.

Correct Assembling of Helices Requires a Hydrophobic
Slab and a TM Voltage. In some aspects the results of
simulations with applied TM voltage are similar to those in
symmetrical membrane: the energetically favorable states
represent membrane-spanning and densely packedR-helical
dimers. At the same time, occurrence of∆ψ provides a far
more correct description of helix behavior. In particular, it

is important for the “nativelike” association of TMR-helices
maintaining their parallel orientation. As mentioned above,
the found low-energy states are divided into two large classes
(1 and 2, or “X”- and “V”-shaped conformers, respectively).
The class-1 of states was selected for further inquiry. Such
a choice is determined by the following notions. Primarily,
conformers from the class-1 have significantly lower energy
of intermolecular interactions as compared to the class-2:
-60( 15 and-30( 5 kcal/mol, respectively. In the former
case the contact area comprises 6-10 residues, and in the
second one it is much less extendedsonly 3-6 residues.
Second, the class-1 states have quite a similar interface (Table
1, groups 1-6), whereas in the class-2 it varies greatly (see
examples in Table 1). Therefore, helix interactions in the
class-1 are much more specific. As the oligomeric states of
MPs are usually functionally active,2 the packing ofR-helices
has to be quite specific. Finally, the average total energies
in the groups of class-2 states (Table 1) are somewhat higher
than those in the class-1. Taking all the above said into
account, we assume that the complexes from class-1 are more

Figure 7. Hydrophobicity and packing of the NMR-derived and calculated models of GpA dimer: GpANMR (A), GpAMC (B), and
GpAL (C). (Top) Hydrophobic properties of R-helices. 2D isopotential map of the molecular hydrophobicity potential (MHP) on
the peptide surface calculated as described in ref 31. The value on the X axis is the rotation angle about the helix axis; the
parameter on Y-axis is the distance along the helix axis. MHP is given in octanol-water logP units. Only the hydrophobic areas
with MHP > 0.09 are shown. Contour intervals are 0.015. The positions of residues are indicated by letters and numbers.
Gray-hatching marks helix-helix interface in the dimer. (Bottom) Molecular models of the dimers. The peptides are shown with
ribbons. Residues on the dimerization interface are shown in ball presentation. Glycines are colored in black, valinessin light
gray, Ile76 and Thr87sin medium gray. The nonpolar layer of membrane is shown in light gray.
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likely to represent the “nativelike” dimeric structures in
membrane. However, we should note that the “V”-shaped
dimers of TM helices (resembling our states of class-2) have
been proposed for some other proteins,35 and, moreover, the
switch between “X”- and “V”-shaped conformations has been
suggested as functionally important.36 But at this stage we
have no ideas about the significance and the putative role of
such states found for GpA. As discussed below, we cannot
also exclude the possibility that the “V”-shaped conformers
may be stabilized in particular membrane-mimic media,
which are different from those employed so far in the
experiments.

Dimerization interfaces in the MC states show reasonable
correlation with the mutagenesis data (Figure 6). The
discrepancies are mainly observed near the C-terminussfor
residues Gly86, Ile88, Leu90, and Ile91. We should note that
such an overall comparison may be done only in a qualitative
manner for two principal reasons. First, the mutagenesis
results are somewhat ambiguous. Thus, as indicated in ref
11, the effects of GpA’s residues substitutions with polar
residues are not well understood. In addition, the final
histogram of the relative degree of disruption of the dimer
(Figure 5 in ref 11) was built using an arbitrary chosen scale.
Furthermore, similar histogram for the calculated MC states
represents just a summation over the ensemble (about 800)
of low-energy structures of class-1, whereas the structures
of the class-2 were omitted. (However, as seen in Table 1,
the dimerization interfaces in the class-2 structures also
contain residues that are important for helix association
according to mutagenesis data.) Our data may be insufficient
to get the real distribution of states, although the essential
sampling of the GpA’s conformational space was realized
(see above). Nevertheless, reasonably good agreement be-
tween the experimental and computational results demon-
strates eligibility of the theoretical approach. It is principally
important that, despite certain conformational heterogeneity,
in all of the calculated structures the helices contact each
other with the same side, and it is exactly the side revealed
in experiments.

Left-Handed r-Helical Dimersa Putative Alternative
to the NMR-Derived Model? The feasibility of dimers with
Θ > 0° has been discussed previously in the mutagenesis
work of Lemmon et al.11 In that study the left-handed models
were omitted upon analysis of periodicity in the distribution
of residues critical for dimerization. This has been done using
Fourier transform processing of the peptide’s sequence. On
the other hand, such approaches simplify the picture to a
huge extent, not taking into account the exact conformations
of side chains. In our opinion, this criterion cannot serve as
a basis for unambiguous decision about the impossibility of
the left-handedR-helical complexes. Interestingly, two
distinct families of dimers: right- (Θ ∼ -50°) and left-
(Θ ∼ 40°) handed ones have recently been obtained in MD
simulations of GpA in implicit membrane starting from
noninteracting TM helices.24 Although in that study the
authors have not considered the membrane insertion of
individual helices (like in this work), the results agree well
with our findings. This proves that the question concerning
the left-handed dimers remains to be answered. In our

opinion, the presence of that type of structures raises issue
of the possibility of dimeric models alternative to those
obtained in the result of NMR data interpretation.14

Conformational Heterogeneity of Low-Energy States:
A Shortcoming of the Method or an Indicator of Media-
Dependent Equilibrium Distribution of Dimers? Several
problems related to future applications of the developed
computational approach should also be mentioned. The most
severe of them is related to the unambiguity of MC
solutions: the choice of the “nativelike” structure is not
straightforward without a priori knowledge of the helix-
helix interface. Although most of the predicted conformations
of GpA dimer have quite similar overall patterns of inter-
monomer contacts, their detailed structures may differ. This
depends on a number of factors, like the membrane thickness
and hydrophobicity degree, presence of TM voltage, and so
forth. For instance, changing ASP values which describe the
hydrophobic slab (see above) may lead to incorrect structures
of the dimer and even to nondimeric structures. In many
cases the objective is not so much the elaboration of an
extremely precise spatial structure of a protein oligomer as
the establishment of a general mode of its insertion into
membrane, along with the delineation of some crucial
residues on the dimerization interface. Such a rough model
may be employed in the future to rationalize experimental
observations and to design new experiments. On the other
hand, we assume that the aforementioned problem has a
fundamental character. Namely, the moderate structural
heterogeneity of predicted GpA dimers (existence of several
groups of states with close energies) may reflect a real
equilibrium dynamics in membrane-mimic media used in
experimental studies. We also suppose that some fraction
of left-handedR-helical dimers may present as well. As
discussed above, such a conformational heterogeneity may
be caused by the fact that the packing of helices is quite
sensitive to media effects and the geometry of membrane
binding. Such a hypothesis is partially corroborated by the
vague results of mutagenesis studies (see discussion in ref
11) as well as by NMR16,17and MD18,24data that demonstrate
media effects on the stability of helical oligomers and provide
examples of their multistate equilibrium in membrane
mimics. In real biological membranes the situation may be
far more complex due to the heterogeneity of their physi-
cochemical characteristics. As a result, one or more pre-
dominant conformations of the dimer may occur, although
this assumption requires further investigation.

Despite this vagueness, in overall, the modeling results
show that under certain conditions, like the presence of∆ψ,
an optimal membrane thickness and hydrophobicity degree,
only a limited number of structures are energetically favor-
able. Some of them are close to those observed by NMR.
We assume that the others may also be realized in mem-
branes and artificial membrane mimics with particular
properties. In our opinion, future MD simulations in explicit
bilayers and micelles starting from these representative
conformations will help to gain an additional insight into
the equilibrium behavior of helical oligomers. This work is
currently in progress in our group. The proposed computa-
tional approach therefore represents an indispensable step
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toward the development of efficient theoretical methods to
study helix interactions in membranes.

Driving Forces for Helix Association.One of the criteria
used to assess quality of the resulting models of the dimer
is the distribution of hydrophobic/hydrophilic patterns on the
surfaces of monomers. Thus, it is known that the helix-
helix and helix-lipid interfaces in TM domains of proteins
reveal complementarity of such properties.37,38 To check,
whether this is the case with the proposed models of GpA
dimers, we applied the MHP approach, which has been
previously employed to study a number of membrane-bound
R-helices.32 TM R-helices in MPs usually expose to lipids
their nonpolar surfaces, and this is especially true for
complexes with a small number of helices, e.g.sfor dimers
(e.g., ref 39). (In contrast, the stability of MPs withg 4 TM
helices is determined to a large extent by interhelical
contacts.40) Therefore, judging by the MHP maps (Figure
7), one may propose thatR-helices of GpA interact via the
lengthy hydrophilic stretches on their surfaces. In this case
there is a strong complementarity between polarity regions
of the monomers, while the most hydrophobic surfaces are
exposed to lipids. In principle, according to the proposed
criteria, two types of helix packing are possiblesvia residues
forming either a left or a right “arm” of the “Λ-shaped”
pattern. Interestingly, both variants may be realized in real
and in computational experimentssfor both right- (GpANMR,
GpAMC) and left- (GpAL) handed dimers.

To summarize, the comparison of geometrical and hydro-
phobic parameters of the predictedR-helical complexes
allows the following conclusions to be drawn: (1) Despite
minor differences in packing, the majority of structures with
Θ < 0° reveal overall good agreement with NMR and
mutagenesis data. (2) In models with the alternative fold
(Θ > 0°) the dimerization interface only partially corre-
sponds to that in the GpANMR model, although these
conformers satisfy reasonably well the NMR-derived geo-
metrical restraints. (3) The hydrophobic organization of all
types of complexes is quite similar and does not contradict
the known principles of packing of TM helices. What drives
helix association in the membrane? Analysis of various
energy terms on different stages of MC search shows that
the initial significant drop of the total energy is caused by
the independent insertion of monomers into the membrane.
As a result, totalEsolv decreases by∼70 kcal/mol. Then the
energetically favorable intermonomer van der Waals contacts
appear. In all complexes (including GpANMR) residues on
the dimerization interface have low values ofEvdW. For
example, distribution ofEvdW along the sequence in GpAMC

and GpANMR models is quite similar (not shown).

Therefore, the formation of TM dimers is mainly driven
by two factors. At the first stage (insertion)sby interaction
with membrane, while at the second one (helix association
with subsequent “fine-tuning” of the complex)sby van der
Waals contacts. Importance of the media effects lies in the
fact that the hydrophobic peptides insert one by one into the
membrane and adopt a TM orientation. Also, apolar medium
considerably promotes theirR-helical conformation. TM
voltage favors a head-to-head disposition ofR-helices,
providing a suitable starting point for obtaining the most

adequate (“nativelike”) final solutions via MC search. This
is because the number of possible variants of monomers’
association is seriously limited as compared, for example,
with two conformationally labile peptides in water or in a
vacuum. Hence, at the initial stage the membrane plays a
role of a peculiar matrix, which makes the system’s
components well-prepared for subsequent association. Then
the main energy gain is achieved upon creation of favorable
intermonomer contacts, although solvation effects still remain
important because the optimal docking of helices occurs in
cases when residues on the external surface of the dimer
have energetically favorable interactions with the medium
(see above). These observations agree well with the famous
two-stage model of folding of TM domains in proteins.41

Several shortcomings are inherent in our method. They
are mainly related to the limitations of the implicit membrane
model. Thus, a number of important characteristics of
biological membranes, like heterogeneity of dielectric prop-
erties, chemical composition, and microscopic nature of
protein-lipid interactions (e.g., H-bonds), etc. are completely
or partially omitted. Also, the influence of the protein on
the lipid bilayer is neglected. Finally, the question about
treatment of electrostatic interactions in membrane requires
a special consideration (see ref 42 for recent review). Thus,
during the last several years a number of implicit membrane
models based on Generalized Born (GB) theory have
appeared.24,43The models dealing with solving the Poisson-
Boltzmann equation44 and implementing the Gouy-Chapman
term describing counterion-screened electrostatic interactions
of a protein with anionic membranes45 were reported as well.
Earlier we also tried various schemes to treat electrostatics
but did not get significant improvement of the results (in
terms of their consistency with experimental data). Com-
parison of our results with those obtained with one of the
recent GB models24 shows that both models lead to quite
similar conclusions (see above). Interestingly, Im et al.24

ignored one Glu- on the N-terminus and two Arg+ on the
C-terminus of GpA. They mentioned that this is related to
the problem of “stabilization of the helical interface”. In
addition, in their study the start was chosen as two TM
helices placed perpendicular to the membrane plane, while
we used random starting configurations. One disadvantage
of our simplified electrostatic screening model becomes
apparent in studies of binding of positively charged proteins
to membranes composed of anionic lipids. Thus, application
of the Gouy-Chapman theory allowed better description of
interactions of cardiotoxins from snake venom with nega-
tively charged membranes,45 although in zwitterionic bilayers
and micelles (like here) the results are similar.

On the other hand, as for any theoretical model based on
empirical parametrization (including ours, naturally), the only
criterion of validity is its accord with experiments. Our
membrane model was proved to be adequate for a large
number of peptides and proteins with different fold (R-
helical,â-structural) and mode of binding (TM and periph-
eral). These items were reviewed in ref 7. Being computa-
tionally efficient, the proposed technique permits exploration
of a number of alternative scenarios that are too costly to be
tested experimentally (e.g., comparative analysis of binding
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for wild-type and mutant proteins). Finally, the method may
provide good starting points for subsequent simulations in
full-atom lipid bilayers and micelles. This computational
approach is currently being tested on other TMR-helical
complexes. We are also studying the sensitivity of the
simulation results to the thickness and hydrophobicity degree
of the membrane, as well as to some other factors (Efremov
et al., manuscript in preparation). The approach will be
refined in the future with the appearance of new experimental
structural information concerning the nature of protein-
protein interactions in membranes.

Abbreviations used: GpA, hydrophobic segment 69-
97 of the human glycophorin A; MP, membrane protein; TM,
transmembrane; MD, molecular dynamics; MC, Monte
Carlo; NMR, nuclear magnetic resonance; DPC, dodecyl-
phosphocholine; MHP, molecular hydrophobicity potential;
RMSD, root-mean-square deviation; GpANMR, NMR-derived
model of the GpA dimer; GpANMR-mem, the lowest-energy
conformer found for GpANMR in membrane; GpAMC, the
calculated model most close to the NMR structure of the
dimer; GpAL, left-handed model of the GpA dimer.
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Abstract: Large quantum mechanics/molecular mechanics (QM/MM) calculations are used to

probe the resting and initial protonated states of the vanadium dependent chloroperoxidase

from the pathogenic fungus Curvularia inaequalis. QSite was used to model 433 residues and

24 structural waters with molecular mechanics, while 8 active-site residues and the vanadate

cofactor (161 atoms) were represented at the B3LYP/lacvp* level of theory. Our previous study

of small model systems implied that the resting state of the enzyme contains a trigonal

bipyramidal vanadate with one hydroxyl group in the equatorial plane and another in the axial

position. This study uses a much larger model of the biological system at a higher level of theory

to identify the location of the equatorial hydroxo group with respect to the enzyme active site.

We also identify a second resting-state configuration with an axial water and three equatorial

oxo moieties that is nearly isoenergetic with the previously identified state. We propose that the

resting state is a hybrid of these two configurations, stabilized by the long-range electrostatic

field of the protein environment. The first step in catalysis is believed to be protonation of the

vanadate. Our previous small models indicated that there were two protonated configurations,

but this study shows that the configuration containing an axial water and one hydroxo group in

the equatorial plane is significantly lower in energy than any other configuration. Additionally,

we can now assign an important role for lysine 353 in the catalytic cycle. Based on our

calculations and other model studies, we provide an updated catalytic cycle for vanadium

dependent haloperoxidase activity. Further, we demonstrate the importance of system set up.

In particular, maintaining the proper electrostatic field at the active site is crucial for identifying

the correct minima in a truncated protein model.

Introduction
Recent computational studies have resulted in new pro-
posals for the structure1 and catalytic reactivity2 of the active
site of the vanadium dependent haloperoxidases. These
unusual enzymes catalyze the two electron conversion of
halide ions to the corresponding hypohalous acids using

hydrogen peroxide as an oxidant:3

Chloride, bromide, or iodide can be used as substrate for
a vanadium dependent chloroperoxidase (VCPO), but only
bromide and iodide can be oxidized by vanadium dependent
bromoperoxidases (VBPO). The identity of “HOX” is
dependent upon both the pH of the reaction and the halide
involved. Studies indicate that VCPO oxidizes a chloride ion

* Corresponding author e-mail: carlsonh@umich.edu.
† Department of Chemistry.
‡ Department of Medicinal Chemistry, College of Pharmacy.

H2O2 + H+ + X- f H2O + “HOX” (1)
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to HOCl,4 whereas the products of bromide oxidation are
likely a thermodynamic distribution of Br3

-, HOBr, and Br2.5

Unlike heme-based peroxidases, which require the forma-
tion of highly oxidized intermediates, the vanadium does not
undergo redox cycling during catalysis. It is thus believed
that the vanadium ion plays the role of a strong Lewis acid
which activates the peroxide.6 Kinetic studies indicated that
protonation of the bound peroxo group is a crucial step in
the heterolytic cleavage of the O-O bond. These observa-
tions formed the basis for a proposal that the protonated
oxygen is then transferred to the halide according to an oxo-
transfer mechanism.7 Subsequent computational studies now
suggest that the nonprotonated peroxo oxygen is the atom
transferred to the substrate.2

Upon oxidation, the halide can be added to an organic
substrate if one is present.8 In some cases, this addition is
stereoselective.9 This reaction is thought to be the origin of
many halogenated species in the environment.10 In fact,
Butler and co-workers recently carried out the first experi-
ments which established the role of these enzymes in the
biosynthesis of brominated metabolites from marine red
algae.11 At high pH and in the absence of organic substrate,
the oxidized halogen can react with a second equivalent of
peroxide to produce singlet oxygen.12 Additionally, VBPOs
can oxidize thioethers to the corresponding sulfoxide13 using
a mechanism similar to that of halide oxidation.14

Peroxo-vanadium complexes are good functional models
of the VCPO and have been shown to oxidize organic15 and
inorganic compounds,16 including alcohols17 and sulfides.14

They are also capable of hydroxylating hydrocarbons18 and
epoxidizing alkenes.19 However, attempts to synthesize
structural models of the VCPO active site have not been as
successful, and a synthetic complex reproducing the exact
coordination environment of vanadium in VCPO has not yet
been obtained. It has been proposed that such a complex
has not been isolated because a five-coordinate imidazole
complex is unstable unless sequestered in a protein active
site.20

The only crystal structure of a VCPO that has been solved
is the enzyme from the fungusCurVularia inaequalis.21 In
the native state, the vanadate cofactor (VO4

3-) is bound to
the protein through a single coordinate covalent bond from
the V to the Nε of His496 (Figure 1). The high negative
charge of the cofactor appears to be offset by a number of
protonated amino acids in the active site which donate
hydrogen bonds to the oxygen atoms of the cofactor (Lys353,
Arg360, and Arg490). Additional hydrogen bonds are
donated to vanadate’s equatorial oxygens by the side chain
of Ser402 and the backbone amide of Gly403. His404 may
participate in a hydrogen bond to or from an axial hydroxo
group.

Mutagenesis studies22 in which each of the three basic
active-site residues and His496 were replaced with alanine
indicated that His496 and Lys353 are the two most important
residues for activity. Replacement of Arg490 or Arg360 leads
to a lesser, but still significant, reduction in activity.
Additional mutants which eliminate almost all activity are
His404, which is involved in a hydrogen bond with the axial

oxygen moiety, and Asp292, which helps orients Arg490
through a strong salt bridge.23

The crystal structure of this enzyme was interpreted to
contain a vanadate unit in a trigonal bipyramidal structure
with a hydroxide and His496 in the axial positions and three
oxo moieties in the equatorial plane. However, due to
inherent limitations in resolution, the crystallographic study
did not reveal hydrogen positions, and the distinction between
oxide and hydroxide moieties was inferred by slight differ-
ences in ligand-metal bond distances which were less than
the uncertainty in the atomic positions.

Computational studies of this enzyme complement and
correlate well to available experimental techniques. Michael
Bühl and co-workers have carried out an extensive series of
DFT calculations in which51V NMR chemical shift values
were calculated.24-27 Valeria Conte and co-workers have
carried out calculations for small models of each catalytic
intermediate. These calculations, done on vanadate models
of fewer than 10 atoms, provided some insight into the order
and location of peroxide28 and bromide binding29 and
reactivity.30 More recent studies, carried out by De Gioia
and co-workers,2 involved slightly larger models of the active
site, incorporating methylamine and imidazole moieties to
represent Lys353 and His496. This study examined models
of each catalytic intermediate in the cycle.

The conclusions from these studies agree well with our
recent studies of small models to represent the active site of
both the VCPOs and VBPOs. These calculations revealed
that the resting state of the enzyme included an anionic,
doubly protonated vanadate.1 In this species, the axial
position and one equatorial position were protonated, while
the other two equatorial positions contained oxo moieties.
This is slightly different than the proposed active site based
on the crystal structure of the VCPO where it was suggested
that three oxo groups were found in the equatorial plane.31

Based on the atomic arrangement of the peroxide-bound
crystal structure, it was proposed that the axial hydroxo group
is protonated and then leaves as water.21 This is consistent
with our calculations which showed that the energy differ-
ence between protonation of either the axial hydroxo or one

Figure 1. Active site configuration observed in the crystal
structure of the VCPO from C. inaequalis.1 The hydrogen-
bonding interactions shown above are implied from distances
between the heavy atoms. The equatorial oxygens of the
vanadate are labeled with the notation used throughout our
discussions.
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equatorial oxo moieties was negligible, indicating that either
could be the site of the protonation that begins the catalytic
cycle. From our previous model calculations, it is clear that
the structure and stability of the vanadate cofactor is highly
dependent upon the hydrogen-bonding partners available to
the various oxygen ligands. To characterize the active site
of the enzyme fully, a larger system with a complete active
site is needed.

This paper presents a hybrid quantum mechanics/molecular
mechanics (QM/MM) study of the resting and first proton-
ation states of the VCPO from the fungusC. inaequalis.This
computational method treats part of the protein quantum
mechanically (the vanadate cofactor and selected surrounding
residues), while the remainder of the protein is treated using
molecular mechanics. In this way, a high level electronic
calculation of the active site can be carried out in the presence
of the actual protein environment. In our application of this
powerful new technique, we were able to use a quantum
mechanical region of 161 atoms (with 42 additional interface
atoms), making this one of the largest, high-accuracy QM/
MM calculations to date. Our application also highlights the
need for careful attention to long-range, electrostatic interac-
tions provided by the protein environment.

Computational Methods
Friesner and co-workers have developed QSite,32-34 a QM/
MM program well suited to study metalloenzymes. They
have shown that the binding energy of O2 to hemerythrin35

and the activation barrier in cytochrome P450cam hydrogen
abstraction36 could be calculated quite accurately using this
program. Unless noted, all of our calculations were carried
using QSite version 2.5, revision 20.37 QM/MM calculations
were completed with the default parameters in QSite,
including the OPLS 1999 force field38 and a distance-
dependent dielectric constant. We used the B3LYP39,40

functional with the lacvp* basis set which uses the Los
Alamos ECP including the outermost core orbitals41 for
vanadium and 6-31G*42-47 for all other atoms. In all
calculations, backbone atoms were held fixed. Any residues
more than 20 Å from the vanadium were also held fixed
(including protons).

Protein Preparation. Using the program Maestro, the
atoms of the side chains of six residues that were unresolved

in the crystal structure (PDB code 1VNI)21 were added.
Prolines 361 and 401 were converted to alanines because of
software limitations in the QM/MM interface region (back-
bone atoms were constrained to the positions in the crystal
structure, so this change is minimal). Protons were added
and oriented to maximize the hydrogen-bonding network
within the protein using the program MOE.48

While QSite allows a maximum of 8000 atoms and bonds
in the system, the chloroperoxidase is comprised of over 9000
atoms. To deal with the size limitation, the protein had to
be truncated by removing sections that were distant from
the vanadate cofactor. We cannot overemphasize how
important it is to maintain the electrostatic field in the active
site when creating a truncated model. It was important to
choose distant residues that would have less effect on the
electrostatics at the active site. The chloroperoxidase has an
overall charge of-26, and careful choices were made to
minimize any disruption of the electric field at the active
site. Thus, the electric field of the entire protein and that of
several potential truncation models were calculated using the
Poisson-Boltzmann routine in the program MOE. The field
of the protein alone was calculated to determine the environ-
ment with which the vanadate cofactor will interact. It was
necessary to identify which truncated model best reproduced
the field of the whole protein. The parameters used in the
calculation were as follows: the dielectric constant of the
interior of the protein was set to 20; the dielectric constant
for the exterior of the protein was set to 80; offset was 2 Å;
the counterion and solvent radii were 2.5 and 1.4 Å,
respectively; the grid spacing was 1 Å and the grid extended
20 Å beyond the protein; the salt (NaCl) and solute (protein)
concentrations were 0.15 M and 0.001 M, respectively. The
appropriate truncated system was chosen based on its ability
to most closely reproduce the field of the whole protein at
the active site (Figure 2). Though it was not possible to
maintain the magnitude of the field when eliminating so
many charges, it was possible to maintain the topography
of the field. This produces the same gradients, so the relative
effect on the wave functions will be the same. Protonation
biases will also be as similar as possible.

The truncation model which yielded the best result was
based on an approximate 27-Å cutoff from the vanadate. To
maintain the electrostatic characteristic of the protein envi-

Figure 2. An electrostatic isosurface in the active site calculated for (a) the full chloroperoxidase and (b) the truncated protein
model. The isosurfaces pictured here represent only the protein’s contribution to the electric field (vanadate not included in the
calculation). The isosurface is shown at 8 kT for the full protein and 9 kT for the truncated protein.
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ronment, the charges of the residues at the cutoff distance
were considered when choosing which residues to remove.
For instance, neutral residues were cut preferentially over
charged ones. In cases where a charged residue near the
cutoff was part of a salt bridge, both residues were removed.
At a distance greater than 25 Å, a salt bridge has an
electrostatic effect similar to a neutral dipole. All chains that
were cut were capped withN-methylamide (NME) or acetyl
(ACE) residues as appropriate (Figure 3). A list of the
residues which were included in the truncated model of the
protein is available in the Supporting Information. Surface
water molecules were removed, but structural waters in the
interior were retained. This procedure resulted in a careful
pruning of the protein to contain 7018 atoms with an overall
charge of-14 and an appropriate electric field gradient in
the active site.

The positions of all protons were minimized using Impact
version 2.5 revision 20.49

Definition of Quantum Mechanics Region.As in our
previous study, our investigation proceeded by building up
the QM region in a systematic fashion starting from a
dianionic vanadate. In all calculations, the vanadate group
and the side chain of His496 were included in the QM region.

The initial calculations used a QM region that also included
Lys353, Arg360, and Arg490. This QM region had a total
charge of+1 and contained 113 lacvp* atoms with 28
additional interfacial atoms (four residue calculations). A
second set of calculations included the same four residues
plus the side chains of Asp292 and His404 in the QM region
(six residue calculations). The QM region was net neutral
in charge and contained 138 lacvp* atoms with 36 interface
atoms. A final set of calculations for the anionic resting state
of the protein was carried out in which a proton was added
to the system in all possible locations (full resting state
calculations). These calculations also included the backbone
of His404 and all of Gly403 in the QM region. The first
protonation step in the catalytic cycle was generated by again
adding a proton to all appropriate locations in the active site
(first protonation state calculations). The full resting state
and first protonation state calculations contained 160 and
161 lacvp*atoms in the QM region, respectively, with 42
interfacial atoms (a total of 202 and 203 atoms in the largest
calculations). The QM region had a net charge of+1 for
the full resting state and+2 for the first protonation state
(Figure 4).

In the four residue calculations, the heavy atoms of all
QM side chains were frozen, but the vanadate atoms and all
QM protons were allowed to move. For all other calculations,
vanadate and all heavy atoms of the side chains in the QM
region were allowed to move, except His496. All protons in
the QM region were allowed to move, except 1HZ and 3HZ
of Lys353, 2HH1 of Arg360, and HE2 of His404. The
positions of these four protons had to be restrained due to
interactions at the QM/MM interface. For Lys353 and
His496, only the side chain was included in the QM region.
The arginines required inclusion of the entire residue,
backbone and side chain. Sample input files are available in
the Supporting Information.

Results
Four Residue Calculations.Vanadate was modeled in the
dianionic state with an axial hydroxo and three equatorial
oxo moieties surrounded by three charged residues for these
initial calculations. Vanadate, Lys353, Arg360, Arg490, and
His496 were all included in the QM region (Figure 4a). The

Figure 3. (a) The complete chloroperoxidase and (b) the
truncated model used in this study. Vanadate is shown in ball-
and-stick representation, roughly at the center of both struc-
tures.

Figure 4. Residues in the QM region for (a) four residue, (b) six residue, and (c) full resting state and first protonated state
calculations. For clarity, protons and the interfacial atoms have been omitted. It should be noted that a significant portion of the
neighboring backbone atoms are required when including arginines in the QM region with QSite.
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goal was to determine the protonation state of vanadate and
the hydrogen-bonding scaffold. Our previous calculations of
model systems indicated that the equatorial oxygens can
abstract protons from neighboring cationic residues. Each
of the three charged residues could donate a proton to the
vanadate. There are two possible positions from which
Arg490 could donate a proton: the terminalη2 nitrogen
(denoted 490η) or the ε nitrogen (denoted 490ε). Table 1
presents a series of calculations to examine proton placement.
For each residue, we calculated the energy for the charged
residue+ V(OH)O3 versus transferring the proton to an
equatorial oxygen to produce a neutral residue+ V(OH)2O2.
Only the transfer of a proton from Lys353 to vanadate
lowered the energy of the system. Combinations of transfer-
ring a second proton, in addition to the one from Lys353 to
O1, were also examined. Upon minimization, a second proton
on O2 or O3 simply transferred back to the appropriate
arginine nitrogen.

Six Residue Calculations.As a second series of calcula-
tions, all four residues from the previous calculations, plus
the side chains of Asp292 and His404, were included in the
QM region (Figure 4b). This QM region had an overall
neutral charge. The protonation states calculated in the four
residue system were minimized in this larger, more complete
system. The calculations were initiated with partial minimi-
zation where the heavy atoms of the side chains were held
fixed, and then, the partial minima were refined with a second
minimization where the side-chain heavy atoms were also
unrestrained. At the point of freeing the side chains, it became
necessary to constrain the positions of certain atoms at the
QM/MM interface and His496. The ring atoms of His496
were constrained to the crystal structure positions, and the
terminal protons of Lys353, proton 2HH1 from Arg360, and
proton HE2 from His404 were constrained to remain fixed
in positions taken from the minimum structure in which a
proton from Lys353 has been transferred to the vanadate.
Only two lysine protons were frozen, even in cases where
there were three protons on the lysine, because all protons
which interact directly with the vanadate were allowed to
move freely in all minimizations.

In this series of calculations, transferring a proton from
Lys353 to the vanadate is even more favorable by well over
7 kcal/mol. All other structures in which one or two protons
are donated to vanadate are over 9 kcal/mol higher in energy
than the global minimum. Contrary to the four residue
calculations, structures where O2 or O3 are protonated, in

addition to O1 being protonated by Lys353, were stable
minima but high in energy (Table 2).

Full Resting State Calculations. In the calculations
presented above, we have established that the dianionic form
of the vanadate is not preferred in the active site. Instead,
the anionic state is formed preferentially by abstracting a
proton from Lys353. However, the small model calculations
indicated that the residues in the active site were fully
protonated in the resting state. Therefore, the next set of
calculations included an additional proton in the active site,
making the overall charge of the active site+1 (+1 from
each Arg and Lys and-1 each from Asp and the anionic,
doubly protonated vanadate). For completeness, we also
examined structures in which the vanadate was singly
protonated and the added proton was located on His404. To
include His404 properly in the calculation, the entirety of
His404 and Gly403 were required in the QM region (Figure
4c). Since the structure in which Lys353 donated a proton
to vanadate was the previous global minimum, the coordi-
nates for that structure served as the basis for this set of
calculations, with the positions of the protons in the active
site altered as needed. Four calculations were carried out in
which Lys353 was in the free base form and O1 was
protonated. In these calculations, the additional proton was
added to O2, O3, the axial hydroxide, or His404. Five
calculations were carried out based on the minimum with
Lys353 protonated and the vanadate in the dianionic form.
In these calculations, the additional proton was added to O1,
O2, O3, the axial hydroxide, or His404.

Figure 5 shows the two lowest-energy structures in which
Lys353 and O2 were protonated (Table 3b) or Lys353 was
protonated and the axial position contained a water moiety
(Table 3d). The difference in energy between these two
structures was only a third of a kcal/mol, and both were∼6
kcal/mol lower in energy than the next most favorable
structure (Table 3c). The structures in which O1 and either
Lys353 or His404 were protonated were the highest-energy
structures (Table 3 (parts a and g, respectively)). In the first
case, the proton on O1 was oriented away from Lys353 to
minimize the repulsion between the two protons. In the
second case, the proton of the axial hydroxo group was
oriented away from His404 for the same reason. Adding a
proton to O2 or O3 while O1 was protonated and Lys353
was in the free-base form resulted in the transfer of the O1

Table 1: For the Four Residue Calculations, the Energy
Difference of V(OH)O3 Surrounded by Three Cationic
Neighbors versus the Transfer of a Proton from the Noted
Residue to the Nearest Equatorial Oxygen on Vanadated

deprotonated side chain ∆E (kcal/mol)

3 cationic residues + V(OH)O3 0
Lys353a -2.8
Arg360b 5.3
Arg490ηb 8.4
Arg490εc 14.9

a Proton transferred to O1. b Proton transferred to O2. c Proton
transferred to O3. d Negative values indicate that the proton transfer
is favorable.

Table 2: For the Six Residue Calculations, Energy
Difference of Transferring Protons from the Three Cationic
Residues to Vanadate’s Equatorial Oxygens

deprotonated side chain ∆E (kcal/mol)

3 cationic residues + V(OH)O3 0
Lys353a -7.7
Arg360b 6.0
Arg490ηb 2.8
Arg490εc 1.9
Lys353 + Arg360d 14.1
Lys353 +Arg490ηd 5.0
Lys353 + Arg490εe 6.2

a Proton transferred to O1. b Proton transferred to O2. c Proton
transferred to O3. d Protons transferred to O1 and O2. e Protons
transferred to O1 and O3.
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proton to Lys353 to produce structures similar to those in
Table 3b,c. Protonation of the axial position does not result
in transfer of the O1 proton to Lys353, but the structure is
relatively high in energy (Table 3f). Schematic pictures and
QM coordinates of each minimum listed in Table 3 may be
found in the Supporting Information.

First Protonation State Calculations. The first step in
the catalytic cycle is the protonation of one vanadate oxygen
group.7 It is not known which site is protonated in this first
step. To determine this, we protonated each of the two
minimum energy structures of the full resting state (Figure
5) in every possible location. These calculations were
identical to the previous set of calculations except that the
charge of the QM region was increased to+2 by the addition
of the proton (Figure 4c).

The global minimum was the structure with an axial water
and a protonated O3 (Table 4c and Figure 6). The next
lowest-energy structure was 7 kcal/mol higher in energy
(Table 4h), and O2 and His404 were protonated. All other
structures are higher in energy by 20 kcal/mol or more (Table
4). Schematic pictures and QM coordinates of each minimum
listed in Table 4 may be found in the Supporting Information.

Discussion
Enzymology,11,50-52 synthetic model chemistry,7,53-57 and
small model calculations1,2,25,58 have provided a wealth of
information on the catalytic activity of the VCPOs. This
study is the first application of QM/MM calculations to
VCPOs which allows us to add additional atomic details to
the understanding of the influence of the protein on the
catalysis. We used this technique to describe more accurately
the protonation states and interactions of the vanadate and
surrounding residues of the active site.

The system setup was very carefully done to ensure that
the electrostatic influence of the whole protein was unaltered
in the truncated model. The truncated model provides the
same topography of the potential surface, ensuring that wave
functions would be influenced in nearly the same manner in
the full and truncated systems. It should be stressed that
similar comparisons should be done in any QM/MM calcula-
tion when the MM region must be truncated.

The QM region was built up in a systematic fashion to
examine as many protonation states as possible, yet focus
the most expensive calculations on the most likely
states. The six residue calculations clearly showed that
Lys353 is the only possible proton donor in the active site.
This is logical because lysines have lower pKas than
arginines. The only other possibility was a protonated His404
playing the role of an acid, but the largest calculations all

Figure 5. The two lowest-energy minima from the full resting
state calculations. For clarity, many of the atoms in the QM
region are not shown. (a) Minimum with axial and equatorial
hydroxo groups and two equatorial oxo groups. (b) Minimum
with an axial water and three equatorial oxo groups. In (a), a
hydrogen bond exists from Arg490 to O2 as it does in (b),
but it is not drawn in (a) so that the reader can better
understand that the hydrogen on O2 points up toward the axial
hydroxo. In (a), the axial O-V-O2-H atoms are nearly
coplanar as are the equivalent O2-V-axial O-H atoms in
(b).

Table 3: Relative Energies for Each Stable Minimum from
the Full Resting State Calculations

structures with Lys353 protonated ∆E (kcal/mol)

(a) O1 protonated 26.4
(b) O2 protonated 0
(c) O3 protonated 6.0
(d) axial water 0.3
(e) His404 protonated 18.1

structures with Lys353 deprotonated ∆E (kcal/mol)

(f) O1 protonated and axial water 22.6
(g) O1 and His404 protonated 31.8

Table 4: Relative Energy (in kcal/mol) for Each Stable
Minimum from the First Protonation State Calculations

structures with axial water
∆E vs axial water and

O3 protonated

(a) O1 protonated 32.9
(b) O2 protonated 26.9
(c) O3 protonated 0
(d) His404 protonated 19.7

structures with axial hydroxide
∆E vs axial water and

O3 protonated

(e) O1 and O2 protonated 41.0
(f) O2 doubly protonated 44.0
(g) O2 and O3 protonated 37.9
(h) O2 and His404 protonated 7.1

Figure 6. QM region of the global minimum from the first
protonated state calculations. For clarity, not all the atoms in
the QM region are shown.
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show that His404 is not protonated in the resting or first
protonated state.

Previously published small model calculations1,2 suggest
that the equatorial plane of the anionic vanadate should be
surrounded by active-site residues which are all fully
protonated. An additional proton was added to the calculation
to provide the full resting state. Models with Lys353 in both
the protonated and deprotonated states were examined. This
resulted in nine calculations with the same large QM region
in which we protonated the vanadate at each of the oxygens,
including the axial position, and also at His404. In the
systems with Lys353 neutral and O1 protonated, only two
systems produced stable minima, but they were very high
in energy. (Adding the proton to either O2 or O3 resulted in
the O1 proton transferring back to Lys353.) We found that
the protonation of Lys353 was overwhelmingly preferred
over the double protonation of the equatorial plane of the
vanadate. The results also show that when Lys353 is fully
protonated, O1 is no longer the preferred position for the
equatorial hydroxo group as might be expected. The most
favorable equatorial position for protonation is at O2, which
accepts hydrogen bonds from both arginines. The added
proton on O2 is oriented up toward the axial hydroxo (Figure
5a). It is also highly favorable to protonate the axial position,
resulting in an axial water. The added proton to create the
axial water is oriented over O2 (Figure 5b). Both minima in
Figure 5 show that the four atoms (O2-V-axial O-added
proton) lay in a near-planar arrangement. When the two

structures are overlaid, the positions of the added proton on
the axial water vs O2 are only 2.2 Å apart. The proton can
most likely tunnel between these two nearby locations.
Because the two structures are nearly isoenergetic and easily
interconverted, we propose a hybrid resting state, shown in
Figure 7a.

Our previous small model calculations indicated that the
sole structure of the resting state included two hydroxo
groups, one in the axial position and one in the equatorial
plane, likely at O1.1,2 The more complete systems presented
here refine the previous proposal on two accounts. First, this
study shows that the resting state is comprised of not one
but two structures. Second, they indicate that it is not the
O1 position which is protonated but rather the O2 position.
This may be surprising; after all, O2 is complemented by
two arginines, while O1 and O3 only interact with one
charged residue each. The electrostatic field of two Arg side
chains should make O2 the least favorable site to protonate,
but the reader is referred to Figure 2. When the full
electrostatic field of the entire protein is calculated, one can
see that the positive potential is actually weakest in the region
of O2 and the axial hydroxo. It is reasonable for the proton
to occupy the gap in the field between O2 and the axial
position.

The strongest positive field is located at O1, and there is
a very strong hydrogen bond between Lys353 and O1.
Mutagenesis studies have shown that Lys353 is more
important for catalysis than the arginines in the active site.22

Figure 7. Proposed catalytic cycle based on the current and previous calculations. Panels (a) and (b) represent the minima
calculated in this QM/MM study. Panels (c) and (d) represent minima calculated in other studies2 combined with insights into the
active site from our QM/MM calculations. Panel (a) is the hybrid of the two resting state configurations. Panel (b) is the first
protonated state. Panel (c) represents the hydroperoxide-bound structure. Panel (d) represents the state in which the halide has
been oxidized and is still bound to the vanadate.
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The tight hydrogen bond from Lys353 to vanadate, coupled
with the information from the mutagenesis studies, prompted
us to propose an interesting catalytic role for Lys353 (more
detail below).

Since the small molecule experiments of Colpas et al.
showed that the first step in catalysis is the protonation of
the vanadate,59 we examined the first protonation state of
the enzyme as well. Our previous small model calculations
indicated that there were two structures in equilibrium in
the protonated state. One included three hydroxo groups: one
in the axial position and two in the equatorial plane. Our
current, more complete calculations show that such a
configuration is a stable minimum but much too high in
energy to be relevant. The second minimum in the small
model calculations contained a water moiety in the axial
position and one hydroxo group in the equatorial plane. This
QM/MM study shows that the later minimum is the lowest
in energy, and O3 is the favorable position for the added
proton in the first protonated state. Again, the long-range
electrostatics can explain why O3 is the most favorable site
for protonation. The position between O2 and the axial
hydroxo is already occupied, and the highest positive
potential in the active site is located at O1. When protonation
occurs, O3 is the most favorable site to accept the proton.
Upon protonation of O3, the hybrid form of the resting state
appears to become biased toward the axial water configu-
ration.

While this study has only quantified the resting state and
first protonation state of the enzyme, it has laid the
groundwork for the confirmation of the other intermediates
proposed in this catalytic cycle, and we can propose a
modified catalytic cycle (Figure 7). The calculations of the
full resting state imply that it is a hybrid of the two lowest-
energy minima (Figure 7a). In the first protonation state, O3
is protonated, and the hydrogen tunneling between the axial
and O2 positions is localized on the axial position, creating
a water molecule (Figure 7b).

In the next steps of the catalytic cycle, it is known that
the incoming hydrogen peroxide displaces the axial water
and one equatorial oxygen moiety (Figure 7c). The lowest
unoccupied molecular orbital (LUMO) of the first protonation
state shows that any electron density contributed to this
orbital by the attacking peroxide would weaken and lengthen
the bonds between the vanadium and the equatorial oxo
groups (Figure 8). A longer, weaker oxo bond would be more
basic, making it very likely that O1 abstracts a proton from
Lys353. We propose that O1 is the second oxygen moiety
which is displaced (quite possibly leaving as a water
molecule after a second protonation by the hydrogen
peroxide). Previous computational studies of model systems
indicate that the equatorial hydroperoxide oxygen is one
which is protonated.2 This group would favorably donate a
hydrogen bond to the resulting free-base form of Lys353
(as shown in Figure 7c). Furthermore, both computational
studies and the crystal structure of the peroxide-bound form21

indicate a strong hydrogen bond between Lys353 and the
equatorially bound peroxide oxygen.

The halide can then attack the pseudoaxial hydroperoxide
oxygen (Figure 7d), as indicated by the study by Zampella

et al.2 A protein-bound water molecule or the O3 equatorial
hydroxide could then protonate the axial OX-, making it a
better leaving group. The HOX species is displaced. Transfer
of a proton from the former equatorial hydroperoxide oxygen
back to Lys353 reforms the resting state (Figure 7a).

The crystal structure of the peroxide bound form21 was
interpreted as having the hydroxo group located at O2, not
O3 as we are proposing. The crystal structure was not of
high enough resolution to identify positions of hydrogens,
and the uncertainty in atomic positions makes it very
speculative to differentiate between an oxo and hydroxo bond
length. Questions about the catalytic steps and protonation
states of the next intermediates could be answered by
carrying out QM/MM calculations of the later stages in the
catalytic cycle. There are multiple steps between parts b and
c of Figure 7 as well as between parts c and d of Figure 7.
Computational studies are one of a few ways to gain insights
into such fleeting and reactive states.

Conclusions
We have used QM/MM calculations to refine the resting state
and first protonation state of the vanadium dependent
chloroperoxidase. We have shown how the LUMO of the
first protonated state and the strong hydrogen bond between
Lys353 and O1 support a modification of the catalytic cycle.

Our previous small model calculations predicted that an
anionic vanadate unit with one hydroxo group in the
equatorial position and a second in the equatorial plane would
be most favorable. These calculations support that prediction
and add new information by indicating O2 as the likely
position of the equatorial hydroxo group in the resting state.
The calculations also reveal that an anionic vanadate with
an axial water, which was not stable in the small model
calculations, is actually very stable in the protein environment
and is nearly isoenergetic with the previously proposed
resting state. Our current calculations suggest that the resting
state is actually a hybrid of these two minima, with the

Figure 8. The LUMO of the first protonation state is shown
with a cutoff of -0.100. The LUMO is made up of an
antibonding orbital between vanadium and primarily the two
oxo groups, with minor contribution from the hydroxo group.
We found that the HOMO is simply the lone pair on His404
that accepts a hydrogen bond from the axial water (data not
shown).
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configuration containing an axial water being more important
for generating the first protonated state. Our previous small
model calculations indicated that there were two structures
that were nearly isoenergetic upon protonation of the active
site. However, these QM/MM calculations reveal only one
low-energy minimum with an axial water and an equatorial
hydroxo group at O3. The influence of long-range electro-
statics in this system appears to significantly influence the
most favorable positions for protonation. These findings
highlight the importance of incorporating the protein envi-
ronment into quantum mechanical models of protein active
sites.
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Abstract: An exploratory semiempirical Hamiltonian (PM3BP) is developed to model hydrogen

bonding in nucleic acid base pairs. The PM3BP Hamiltonian is a novel reparametrization of the

PM3 Hamiltonian designed to reproduce experimental base pair dimer enthalpies and high-

level density-functional results. The parametrization utilized a suite of integrated nonlinear

optimization algorithms interfaced with a d-orbital semiempirical program. Results are compared

with experimental values and with benchmark density-functional (mPWPW91/MIDI!) calculations

for hydrogen-bonded nucleic acid dimers and trimers. The PM3BP Hamiltonian is demonstrated

to outperform the AM1, PM3, MNDO, and MNDO/H Hamiltonians for dimer and trimer structures

and interaction enthalpies and is shown to reproduce experimental dimer interaction enthalpies

that rival density-functional results for an over 3 orders of magnitude reduction in computational

cost. The tradeoff between a high accuracy gain for hydrogen bonding at the expense of

sacrificing some generality is discussed. These results provide insight into the limits of

conventional semiempirical forms for accurate modeling of biological interactions.

1. Introduction
The accurate calculation of the electronic structure and
associated properties of biomolecules remains an important
challenge in computational biochemistry.1 Biological pro-
cesses are often mediated by a delicate balance of subtle
and highly specific molecular interactions that allow the
myriad of cellular events to proceed under physiological
conditions. It is a goal of applied quantum chemistry to
provide accurate, robust methods to model these interactions
that include specific binding and recognition events as well
as complex catalytic reaction mechanisms.2-10 Unfortunately,
for many biological applications, accurate ab initio methods
are thwarted by the computational cost associated with the
inherently large system size, broad temporal domain, or high
degree of phase-space sampling required by the problem. A
pragmatic alternative is to take recourse into empirical or
semiempirical quantum methods that are able to provide
accuracy that often surpasses low-level ab initio methods11

for a fraction of the computational cost.

Semiempirical quantum methods have traditionally not
been considered to be of sufficient accuracy for biological
chemistry, largely because their development has focused
on more general ground-state thermochemical applica-
tions.12,13Because of their immense computational advantage,
there has been a recent resurgence in interest to develop new
semiempirical quantum models14,15,17,18specifically designed
to provide high accuracy for biological reactions19 and that
can be used with linear-scaling electronic structure20,21 and
implicit solvent methods22,23 as well as hybrid quantum
mechanical/molecular mechanical (QM/MM) simulations.24,25

The interaction of nucleic acid bases in DNA and RNA
structures plays an integral role in macromolecular structure
and function.26,27Nucleic acid bases can interact via specific
hydrogen-bonding arrangements and aromatic base stack-
ing.28 These interactions have been an area of intense
investigation both experimentally and with electronic struc-
ture methods.29 Hydrogen-bonding interactions between
nucleic acid base pairs is vital to the integrity of duplex DNA
and responsible for the transfer of genetic information. An
accurate description of nucleic acid base pairs requires a
proper description of the dipole moments and delocalization

* Author to whom correspondence should be addressed. E-mail:
york@chem.umn.edu
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of π bonds of the individual bases, and of intermolecular
hydrogen bonding.30 These features are not adequately
reproduced by any of the standard semiempirical models.31-33

In this paper, an exploratory PM3BP Hamiltonian is
developed specifically for hydrogen bonding in nucleic acid
base pairs. The purpose of this paper is to explore the
parametrizational limits of existing Hamiltonian forms in
adequately modeling biologically relevant interactions. This
is a key step toward the development of simple quantum
Hamiltonian models that provide accuracy comparable to the
highest feasible ab initio methods for biomolecules and,
therefore, can be readily extended to linear-scaling quantum
calculations34-36 or hybrid QM/MM simulations.37,38Achieve-
ment of this goal would represent a major advance in the
modeling of important biological reactions. With careful
parametrization of the semiempirical PM3BP Hamiltonian,
accuracy comparable to density-functional theory results are
obtained with over 3 orders of magnitude less computational
cost. The results presented here demonstrate promise for the
future development of extremely fast quantum models
especially designed for biological systems.

2. Background
The formalism for the electronic part of the MNDO,14,39,40

AM1,41 PM3,12,42and MNDO/H43 Hamiltonians is based on
the neglect of the diatomic differential overlap (NDDO)
approximation and is identical for all the methods (see ref
44 for an overview). The four Hamiltonians differ only in
the way core-core repulsions are treated. In the MNDO
method, the repulsion between two nuclear cores (A and B)
is calculated as

whereZ′A andZ′B are the effective nuclear charges (nuclear
charge minus number of core electrons),〈sAsA|sBsB〉 is a
Coulomb repulsion integral between ans-symmetry orbital
centered on A and ans-symmetry orbital centered on B, and
RA andRB are parameters in the exponential term that account
for decreased screening of the nucleus by the electrons at
small interatomic distances. For O-H and N-H bonds, a
modified form of the screening term is used

For many intermolecular interactions, particularly hydro-
gen bonds, the MNDO model is problematic and often
incorrectly predicts essentially unbound hydrogen-bonded
complexes. The PM3 and AM1 models include a set of
Gaussian core-core terms that alleviate excessive repulsion
at close range and offer significant improvement for inter-
molecular interactions. The modified core-core term takes
the form

These terms considerably improve the description of
hydrogen bonds; although, they are, in general, still consider-
ably underbound. Alternatively, one could substitute the
Gaussian core-core terms by other functions45,46or introduce
new functional forms to the Hamiltonians.14,18 A promising
approach is to design new semiempirical methods based on
density-functional theory, such as the SCC-DFTB method.47

The MNDO/H Hamiltonian is a modification of the
MNDO Hamiltonian, where nuclear repulsion in bonds of
the type A‚‚‚H taking part in hydrogen bonds A‚‚‚H-D (A,
D ) N, O, F) takes the form

whereR was proposed43 to equal 2.0 Å-2. As part of the
MNDO/H modification to MNDO, the user must choose
which pairs A‚‚‚H take part in the formation of hydrogen
bonds. We have chosen to use the default settings as
implemented in the MNDO97 program;48 that is, the
minimum and maximum A‚‚‚H distances were chosen as 1.1
and 5.0 Å, respectively, and a minimum A‚‚‚H-D angle of
90 degrees was selected.

Other successful Hamiltonian forms of note, although not
directly compared against here, include the PDDG/PM3 and
PDDG/MNDO Hamiltonians, which employ pairwise distance-
dependent Gaussian core-core terms,49,50the AM1/d model
for molybdenum with bond-specific (i.e., pairwise) core-
core exponential repulsion terms,51 a redefinition of core-
core terms for hydrogen-bonded systems,45,46the use of bond-
based corrections for improving heats of formation,52 and
potential energy scaling procedures.53

3. Methods
This section describes the methods used to develop the
semiempirical PM3BP model that is subsequently analyzed
and tested. The first subsection describes the quantum data
set used as the reference data to fit the semiempirical PM3BP

parameters for nucleic acid base pairs. The second subsection
describes the details of the parametrization procedure itself.

3.1. Quantum Dataset for Nucleic Acid Base Pairs.The
quantum reference data set employed here to parametrize
the new semiempirical method has been described in detail
elsewhere54 and is briefly summarized here. Geometries were
optimized with the Kohn-Sham density-functional theory
(DFT) method using themPWPW91 exchange-correlation
functional55,56 with the MIDI! basis set.57 Stationary points
were verified to be minima through standard frequency
calculations (positive Hessian eigenvalues for all vibrational
modes) that were also used (unscaled) to calculate zero-point
and thermal contributions to the gas-phase enthalpy at 298.15
K and 1 atm. Basis set superposition errors were corrected
using the procedure of Xantheas.58 All ab initio calculations
were performed with the Gaussian 98 suite of programs.59

The quantum reference data54 calculated at this level will
henceforth be designated as “mPWPW” in the tables and
text. The interaction enthalpies obtained from the quantum
data set were previously demonstrated54 to compare favorably
with available experimental60,61values for AT, GC, UU, CC,
TT, and AU pairs and also with computations62 for a large

EN
MNDO/H(A,H) ) Z′AZ′H〈sAsA|sHsH〉 (1 + e-RRAH

2
) (4)

EN
MNDO(A,B) ) Z′AZ′B〈sAsA|sBsB〉 (1 + e-RARAB + e-RBRAB)

(1)

EN
MNDO(A,H) )

Z′AZ′H〈sAsA|sHsH〉 (1 + RAH e-RARAH + e-RHRAH) (2)
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number of other base pairs carried out with larger basis sets
and more complete levels of electronic structure theory and
were, thus, deemed to be an appropriate and convenient test
set against which to parametrize the semiempirical model.
Formally, the contributions to the experimental interaction
enthalpies require sampling of all relevant conformations.
In the present work, calculated enthalpies are based on the
single, lowest-energy ab initio configuration, as in other
work,54 or on a Boltzmann-weighted average.

3.2. Semiempirical Parametrization Procedure.This
section describes the PM3BP parametrization procedure for
nucleic acid base pairs based on the density-functional
quantum data set described in the previous section. The first
step is to construct an appropriateø2(λ) merit function that
measures the goodness of fit of a set of molecular properties,
calculated with a set (vector) of semiempirical parameters
λ, with the corresponding reference values. The second step
is to use nonlinear optimization methods to find a suitable
set of parameters by minimization of theø2(λ) merit function.

3.2.1. Construction of theø2(λ) Merit Function. The
form of theø2(λ) merit function used in this work is given
by

where the first sum with indexi in eq 5 runs over molecules
(or complexes) and the second sum with indexR runs over
properties of the molecule (or complex). The argumentλ
represents a trial set of PM3BP parameters that are the
variational degrees of freedom,YiR

PM3BP(λ) is the value of the
propertyR for molecule (complex)i calculated with the trial
parameter setλ, YiR

REF is the corresponding reference value
(taken either from the experiment or calculated with DFT),
andwiR is the associated least-squares weight in the fitting.
The weightswiR are proportional to the inverse square of
theσiR values in eq 6. TheσiR values have the same units as
the molecular property to which they are associated and
control the sensitivity of the merit function to deviations of
that property from the reference value. The properties
contained in theø2 merit function, the number of reference
data, and theσ weight values for each property are
summarized in Table 1.

For the semiempirical calculations, a modified version of
the MNDO9748 program was used. The properties considered
include relative energies, optimized bond lengths, angles,
torsions, and dipole moments for neutral species. Each
structure of the data set is fully optimized at the semi-
empirical level for a given set of parameters before calculat-
ing these properties and constructing theø2(λ) function.
Previous work in the development of specific reaction
parameter Hamiltonians did not perform geometry optimiza-
tion but, instead, performed single-point calculations at a
stationary point and penalized the norm of the gradient in
theø2(λ) function. This procedure works well for very simple
molecules and reactions with only small allowable variations

in a few semiempirical parameters.63 This is not a productive
strategy in the present case. The large number of degrees of
freedom make it extremely difficult to lock down the norm
of the gradient to a sufficient degree so that they accurately
reflect the energies and geometries associated with the fully
optimized geometries, especially when kcal/mol accuracy is
the primary goal.

3.2.2. Nonlinear Optimization of theø2(λ) Merit Func-
tion. Semiempirical parameters were obtained by optimiza-
tion of theø2(λ) merit function of eq 5 with respect to the
set of semiempirical parametersλ for H, N, and O atoms
(parameters for C atoms were held fixed to the PM3 values).
For this purpose, a suite of integrated nonlinear optimization
methods for semiempirical parameter development has been
used. The details of the integrated suite are forthcoming;64 a
brief overview of the algorithms is provided here.

Three nonlinear optimization methods working in concert
were applied in the present work: (1) genetic algorithm, (2)
Monte Carlo simulated annealing, and (3) direction set
minimization methods. Genetic algorithms65,66 have been
demonstrated elsewhere to be useful in semiempirical
parameter optimization.51,63,67,68The implementation of the
genetic algorithm was loosely based on the description by
Goldberg65 and tailored for the several issues encountered
in the semiempirical optimization application. A new method
of partitioning subsets of the population (referred to as
“tribes”) into different local minima on theø2(λ) surface
called fitness-weighted eigenVector nichingwas employed.
The fitness of members was determined from a Gaussian
distribution of theø2 values of population members within
a “tribe” with the Gaussian width proportional to theø2

variance. The full details of the method are described
elsewhere.64

Table 1. Reference Data Contained in the ø2 Merit
Functiona

description N σ unit

bond lengths 999 0.005 Å
bond angles 1518 2.000 deg
bond torsion angles 1075 5.000 deg
dipole moments (mPWPW) 36 0.040 D
dipole moments (exptl) 5 0.040 D
H-bond distances 65 0.020 Å
H-bond angles 65 0.040 deg
intermolecular heavy atom distances 65 0.020 Å
dimerization enthalpies (mPWPW) 18 0.500 kcal/mol
dimerization enthalpiesb (exptl) 11 0.500 kcal/mol
conformationally relative dimerization 30 0.250 kcal/mol

enthalpiesc (mPWPW)
a The terms exptl and mPWPW refer to available experimental and

DFT data, respectively. If not explicitly specified, the reference data
refers to the use of DFT reference data. N is the number of reference
data points for the given property, and σ is the associated weight
within the ø2 definition. b A dimerization enthalpy is defined as the
difference in enthalpy between a dimer and isolated monomers. Only
six unique experimental values were used in the parametrization but
appear more than once in the ø2 definition since the experimental
numbers are not orientationally distinguishable. c The conformationally
relative dimerization enthalpies are defined here as the difference in
dimerization enthalpies between base-pair arrangements, for ex-
ample, the difference in dimerization enthalpy between ATWC and
ATRWC.ø2(λ) ) ∑

i

mol

∑
R

prop

wiR[YiR
PM3BP(λ) - YiR

REF]2 (5)

wiR ) (σiR
2)-1 (6)
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Several genetic algorithm runs were performed, with the
number of generations ranging from 50 to 200 using a
population of 64-128 members. The final population from
the genetic algorithm optimization was then passed to a
Monte Carlo simulated annealing procedure. The Monte
Carlo procedure69 used multidimensional simplex moves and
variable exponentially decaying annealing schedules to
explore the local region of parameter space around the final
population provided by the genetic algorithm. The resulting
parameters were then passed to a quadratically convergent
direction set optimization method69 to arrive at the final
optimized PM3BP parameter set (Table 2). Recently, these
methods have been extended and improved to make the
parametrization more (although not completely) automated
and robust, a detailed description of which is forthcoming.64

4. Results and Discussion
This section presents results and compares the performance
of semiempirical Hamiltonian models with respect to ex-
perimental and density-functional calculations for nucleic

acid base dimers and trimers. A detailed comparison and
extended discussion of nucleic acid base monomer geom-
etries and dipole moments are provided in the Supporting
Information. The semiempirical methods include the new
PM3BP method of the present work and the conventional
semiempirical AM1,41 PM3,12,42 MNDO,39,40 and MNDO/
H43 Hamiltonian models. The error metrics (error) calcu-
lated - experimental/reference value) shown in the tables
are the maximum (signed) error (MAXE), root-mean-square
error (RMSE), mean unsigned error (MUE), and mean signed
error (MSE).

4.1. Relationship between the PM3 and PM3BP Param-
eters.Overall, the PM3BP parameters do not change dramati-
cally from the PM3 parameters that were the starting point
for optimization (Table 2). Note that the parameters for
carbon in the PM3BP method were held fixed to the PM3
values, as were theHsp parameters for each atom. For
hydrogen, the greatest change occurs for theâs and Gss

parameters that were shifted from the PM3 values in the
positive direction by 0.75 and 0.21 eV, respectively. Similarly

Table 2. Parameters in the PM3 and PM3BP Hamiltoniansa

parameter H C N O

Uss (eV) -12.755 118 80 -47.270 320 00 -48.794 933 85 -87.387 093 24
-13.073 321 00 -47.270 320 00 -49.335 672 00 -86.993 002 00

Upp (eV) -36.266 918 00 -46.579 459 03 -71.702 685 70
-36.266 918 00 -47.509 736 00 -71.879 580 00

âs (eV) -4.878 234 60 -11.910 015 00 -14.338 846 65 -46.877 410 23
-5.626 512 00 -11.910 015 00 -14.062 521 00 -45.202 651 00

âp (eV) -9.802 755 00 -19.308 628 53 -24.742 325 18
-9.802 755 00 -20.043 848 00 -24.752 515 00

R (eV) 3.356 386 00 2.707 807 00 2.830 545 00 3.217 102 00
3.356 386 00 2.707 807 00 2.830 545 00 3.217 102 00

Hsp (eV) 2.290 980 00 1.136 713 00 0.593 883 00
2.290 980 00 1.136 713 00 0.593 883 00

Gss (eV) 15.023 337 45 11.200 708 00 12.415 221 41 15.261 643 45
14.794 208 00 11.200 708 00 11.904 787 00 15.755 760 00

Gpp (eV) 10.796 292 00 13.966 114 12 13.659 300 75
10.796 292 00 11.754 672 00 13.654 016 00

Gsp (eV) 10.265 027 00 7.345 402 26 10.413 326 25
10.265 027 00 7.348 565 00 10.621 160 00

Gp2 (eV) 9.042 566 00 10.410 219 25 12.420 510 17
9.042 566 00 10.807 277 00 12.406 095 00

ús (Å-1) 0.967 807 00 1.565 085 00 2.028 094 00 3.796 544 00
0.967 807 00 1.565 085 00 2.028 094 00 3.796 544 00

úp (Å-1) 1.842 345 00 2.313 728 00 2.389 402 00
1.842 345 00 2.313 728 00 2.389 402 00

a1 (unitless) 1.121 725 94 0.050 107 00 1.501 671 53 -1.131 176 77
1.128 750 00 0.050 107 00 1.501 674 00 -1.131 128 00

b1 (Å-2) 5.095 167 07 6.003 165 00 5.903 991 75 6.009 998 15
5.096 282 00 6.003 165 00 5.901 148 00 6.002 477 00

c1 (Å) 1.536 937 00 1.642 214 00 1.710 426 69 1.607 311 00
1.537 465 00 1.642 214 00 1.710 740 00 1.607 311 00

a2 (unitless) -1.064 925 25 0.050 733 00 -1.515 716 18 1.130 989 09
-1.060 329 00 0.050 733 00 -1.505 772 00 1.137 891 00

b2 (Å-2) 6.023 153 66 6.002 979 00 5.975 794 98 5.872 165 45
6.003 788 00 6.002 979 00 6.004 658 00 5.950 512 00

c2 (Å) 1.571 307 32 0.892 488 00 1.710 935 13 1.603 474 21
1.570 189 00 0.892 488 00 1.716 149 00 1.598 395 00

a Standard notation for parameters taken from refs 42 and 70. The original PM3 parameters are shown in italics immediately below the
PM3BP values. Note: the parameters for C were held fixed to the standard PM3 values.
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for nitrogen and oxygen, theâs and Gss parameters also
exhibited significant change; however, theâs parameter was
shifted toward slightly more negative values, whereas the
Gssparameter was shifted by+0.51 eV for oxygen and-0.49
eV for nitrogen. For nitrogen, theâp and Gpp parameters
exhibited even more pronounced change from the PM3
values than theâs andGss parameters (+0.74 and 2.21 eV,
respectively). Aside from these parameters, the PM3BP

parameters deviated from the PM3 values by typically only
a few percent or less.

4.2. Nucleic Acid Base Monomers.In this section, a
comparison of the internal geometry and dipole moments
for cytosine, guanine, adenine, thymine, and uracil nucleotide
bases is briefly summarized. An extended discussion can be
found in the Supporting Information. All of the semiempirical
methods perform reasonably well for the internal geometries
of the base monomers with respect to themPWPW results
of Sherer et al.,54 with the PM3BP method performing best
overall.

The semiempirical dipole moments for the nucleic acid
bases are compared with the density-functional calculations
of Sherer et al.,54 and the high basis-set level (B3LYP/cc-
pVTZ) calculations of Li et al.71 are illustrated in Figure 1.
The PM3BP method performs the best with respect to the
high basis DFT results, with a RMSE of 0.101 D. The
MNDO/H method has the largest RMSE (0.717 D) of the
semiempirical methods. It is of interest to note that the
DFT dipole moments calculated with the smaller basis set
(mPWPW) have a RMSE (0.761 D), with respect to the
higher basis-set (B3LYP/cc-pVTZ) values, that is larger than
any of the semiempirical RMSE values.

4.3. Nucleic Acid Base Dimers.The main focus of this
paper is on the structure and binding enthalpy of hydrogen-
bonded nucleic acid base pairs. A host of standard and
nonstandard base-pairing interactions were considered, in-
cluding Watson-Crick (WC), reverse Watson-Crick (RWC),
Hoogstein (H), reverse Hoogstein (RH), and mismatched
base pairs. Figure 2 illustrates various base pair geometries

(mPWPW geometries) for a representative subset of hydrogen-
bonded dimers (PM3BP geometries are RMS overlaid onto
the DFT structures of Sherer et al.;54 figures of the DFT
structures and their relation to the nomenclature are found
within the appendix of ref 54). Subsection 4.3.1 provides a
brief summary comparison of the semiempirical results for
gas-phase intermolecular hydrogen-bonding and binding
enthalpies with recent density-functional calculations,54 a full
discussion of which is provided in the Supporting Informa-
tion. Subsection 4.3.2 compares density-functional and
semiempirical hydrogen-bond lengths and dimerization en-
thalpies to experimental values. Subsection 4.3.3 examines
an adiabatic binding potential energy curve for a representa-
tive hydrogen-bonded base pair and addresses potential
problems associated with the use of Gaussian core-core
functions.

4.3.1. Comparison with Density-Functional Calcula-
tions. This subsection provides a brief summary of the
comparison results for the set of 31 hydrogen-bonded nucleic
acid base dimers calculated with the semiempirical and
density-functional (mPWPW) quantum models. An extended
discussion and presentation of data is provided in the
Supporting Information and has also been discussed, in part,
elsewhere.54

The MNDO Hamiltonian does not predict stable hydrogen
bonds, MNDO/H forms hydrogen-bond lengths that are too
short, AM1 predicts hydrogen-bond lengths that are too long,
and PM3 and PM3BP predict hydrogen-bond lengths that
agree the most closely with themPWPW values of any of
the other semiempirical models considered. Results for the
hydrogen-bond angles are qualitatively similar in that errors
are most significant for the MNDO and AM1 methods. A
comparison of semiempirical andmPWPW dimerization
enthalpies shows that MNDO is critically underbound; AM1
and PM3 are significantly underbound by over 5 kcal/mol
on average, whereas MNDO/H predicts dimers that are

Figure 1. Regression of semiempirical and DFT mPWPW54

dipole moments for nucleic acid bases with B3LYP/cc-pVTZ71

(x-axis reference) values. A linear fit for each method
produces intercept (b), slope (m), and correlation coefficient
(c) values of DFT: b ) 0.253 D, m ) 0.809, c ) 0.982;
PM3BP: b ) 0.081 D, m ) 0.981, c ) 1.000; AM1: b ) 0.116
D, m ) 0.918, c ) 0.996; PM3: b ) 0.289 D, m ) 0.818, c
) 0.988; MNDO: b ) 0.349 D, m ) 0.807, c ) 0.985; and
MNDO/H: b ) 0.367, m ) 0.805, c ) 0.985.

Figure 2. Superimposed root-mean-squared fit of PM3BP

(lighter colors) geometry optimized structures to DFT
mPWPW54 structures (darker colors) for ATWC (upper left),
CGWC (upper right), ATH (lower right), and ATRH (lower left).
Each pane shows the face-on view (upper) and side view
(lower).
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overbound by over 6 kcal/mol on average relative to the
mPWPW results. The PM3BP dimerization enthalpies, on the
other hand, are in close agreement with themPWPW values
with a RMSE or 1.3 kcal/mol.

4.3.2. Comparison with Experimental Values.Table 3
compares the calculated binding enthalpies with experimental
values.60,61 In some instances, a direct comparison cannot
be made since the experimental values can often not
distinguish between different binding orientations. In these
instances, the computed value was used to compare with the
experiment result from a Boltzmann-weighted average of the
available minima at 298.15 K. Note that experimental
measurements may contain fractions of very different binding
motifs, such as stacked base interactions, which are not
accounted for within the scope of the currently selected
geometries. Consequently, the “MSE” and “RMSE” values
reported in Table 3 must be regarded as approximate.
Nonetheless, the DFT values appear to slightly underestimate
the binding enthalpy (the MSE is 0.5 kcal/mol), and the
overall RMSE is 1.6 kcal/mol. The MSE and RMSE values
for AM1 (6.7 and 7.1 kcal/mol, respectively) and PM3 (6.7
and 7.9 kcal/mol, respectively) relative to the experimental
binding enthalpies are slightly larger than the corresponding
MSE and RMSE values relative to the DFT results. The
MNDO/H method is still overbound with respect to experi-
mental values, with a MSE value of-5.9 kcal/mol and
RMSE of 6.4 kcal/mol. This underscores the inadequacy of
these methods for biological applications where hydrogen
bonding is involved. The PM3BP method performs best
relative to the experimental binding enthalpies (Figure 3)
with a MSE of only 0.1 kcal/mol and a RMSE of 1.4 kcal/
mol. The largest errors occur for the CC dimer (PM3BP error

of -2.8 kcal/mol) and the AUWC dimer (PM3BP error of 1.9
kcal/mol). The error trends of the DFT (mPWPW) values
with respect to those of the experiment have the same sign
for these dimers (-1.0 and 3.1 kcal/mol for CC and AUWC,
respectively).

The distance between the heavy atoms acting as hydrogen-
bond acceptors and donors have been resolved for the AUWC

and CGWC base pairs in sodium adenylyl-3′-5′-uridine (ApU)
and sodium guanylyl-3′,5′-cytidine nonahydrate (GpC) crys-

Table 3. Comparison of Semiempirical and DFT Binding Enthalpies with Experimental Values for Nucleic Acid Base
Dimersa

molecule exptl mPWPW PM3BP AM1 PM3 MNDO MNDO/H

CGWC -21.0 -22.4 -21.4 -13.8 -11.8 -3.9 -29.2
ATWC -11.3 -12.4 -4.9 -5.8 -0.6 -17.7
ATRWC -10.6 -12.5 -4.7 -5.9 -0.4 -17.1
ATH -11.2 -13.6 -4.9 -6.8 -0.9 -17.4
ATRH -10.7 -13.7 -5.0 -6.9 -1.0 -17.2
AT* -13.0 -11.1 -13.5 -4.9 -6.7 -0.8 -17.4
CC -16.0 -17.0 -18.8 -7.5 -9.4 -3.4 -26.6
TT1 -8.6 -8.7 -5.9 -4.6 -0.5 -13.4
TT2 -9.4 -8.4 -6.0 -4.4 -0.4 -13.8
TT3 -7.9 -8.9 -5.9 -4.7 0.2 -13.0
TT* -9.0 -9.2 -8.7 -5.9 -4.6 -0.4 -13.6
UU1 -8.3 -8.7 -6.0 -4.5 -1.8 -13.4
UU2 -9.4 -8.7 -6.0 -4.3 -0.3 -13.8
UU3 -7.5 -8.8 -5.9 -4.6 -0.2 -13.0
UU* -9.5 -9.2 -8.8 -6.0 -4.5 -1.6 -13.6
AUWC -14.5 -11.4 -12.6 -4.9 -5.8 -0.4 -17.8
MSE 0.5 0.1 6.7 6.7 12.1 -5.9
MUE 1.3 1.1 6.7 6.7 12.1 5.9
RMSE 1.6 1.4 7.1 6.9 12.5 6.4
MAXE 3.1 -2.8 9.6 9.2 17.1 -10.6

a Comparison of binding enthalpies (kcal/mol) for nucleic acid base dimers from semiempirical (PM3BP, AM1, PM3, MNDO, and MNDO/H)
and DFT mPWPW54 (mPWPW) calculations with experimental values60,61 (exptl). An asterisk indicates that the value used in comparison to the
experimental value is a Boltzmann-weighted average of several structures (individually listed immediately above the averaged result) at 298.15
K. Summarized at the bottom are the error metrics (bold) for the semiempirical and DFT (mPWPW) values with corresponding experimental
results.

Figure 3. Regression of semiempirical and DFT mPWPW54

binding enthalpies for nucleic acid base dimers with experi-
mental60,61 (x-axis reference) values. A linear fit for each
method produces intercept (b), slope (m), and correlation
coefficient (c) values of DFT: b ) 2.009 kcal/mol, m ) 1.086,
c ) 0.940; PM3BP: b ) 1.510 kcal/mol, m ) 1.117, c ) 0.965;
AM1: b ) -0.006 kcal/mol, m ) 0.495, c ) 0.695; PM3: b
) 1.211 kcal/mol, m ) 0.598, c ) 0.944; MNDO: b ) 1.211
kcal/mol, m ) 0.598, c ) 0.945; and MNDO/H: b ) 2.865
kcal/mol, m ) 0.308, c ) 0.850.

1280 J. Chem. Theory Comput., Vol. 1, No. 6, 2005 Giese et al.



tals using X-ray diffraction.26,72,73 Table 4 compares the
experimental acceptor-donor distances withmPWPW and
semiempirical methods. Reasonable agreement with experi-
mental values is found between DFT and PM3BP with errors
ranging from 0.01 to 0.2 Å. BothmPWPW and PM3BP are
in reasonable agreement with crystallographic data with MUE
values of 0.11 and 0.13 Å, respectively. PM3 agrees best
with experimental values with a MUE error of 0.08 Å;
however, an examination of the base pair geometries shows
considerably artificial nonplanarity. The MNDO/H method
(using the suggestedR parameter43 of 2.0 Å-2) predicts
acceptor-donor separations that are systematically too short
by 0.29 Å.

4.3.3. Dimer Potential Energy Curve.The use of core-
core functions can lead to artificial stationary points in
potential energy surfaces. In this section, the adiabatic
binding energy potential energy curve for a hydrogen-bonded
base pair is explored to address this issue. Figure 4 displays
the adiabatic binding potential energy curve for ATWC

(defined here as the center of mass separation between ADE
and THY) for the semiempirical methods andmPWPW. The
monomer geometries and relative orientation with respect
to one another were taken from the DFT-optimized ATWC

structure (Figure 2).

None of the semiempirical methods show artificial station-
ary points in the potential energy curve. The minimum energy
separations and relative binding energies are qualitatively
similar to the dimer hydrogen bond lengths and dimer
binding enthalpies summarized in Section 4.3 and extensively
discussed in the Supporting Information. At first glance, it
appears that the AM1 method has the best qualitativeshape
of the potential energy curve when compared to DFT,
although severely underbound, whereas the PM3 and PM3BP

methods have a spuriously steep potential well near the
minimum. A careful comparison of these three potential
energy curves beyond 6 Å reveals that their long-range
attractive tails are nearly parallel, suggesting that the steep
potential well near the minimum observed in the PM3 and
PM3BP methods are due to core-core functions. A better
potential energy curve might be obtained with core-core
functions with smaller Gaussian exponents or having based
the parametrization off of AM1 as opposed to PM3. For the
design of new-generation semiempirical methods for QM/

MM methods, it is likely best to avoid completely the use
of off-center Gaussian core-core terms.

4.4. Nucleic Acid Base Trimers.The elementary next step
in evaluating the limits of semiempirical methods in studying
nucleic acid base interactions is to examine trimer interac-
tions. This is an interesting test for the PM3BP method, since
no trimer data were used in the parametrization procedure.
Base pair trimers (sometimes referred to as “triplexes”) have
been studied in the past with Hartree-Fock74, DFT (B3LYP5

andmPWPW),54 and MP275,76methods. In addition, Yanson
et al.61 have reported trimerization enthalpies by analysis of
mass spectral peak intensities in multicomponent mixtures.

Table 5 compares values for the nucleic acid base trimer
binding enthalpies calculated with DFT,54 MP2,76 PM3BP,
AM1, PM3, MNDO, and MNDO/H. The naming of the
trimers and illustrations of the DFT trimer geometries are

Table 4. Comparison of Experimental, Semiempirical, and DFT Hydrogen-Bond Heavy-Atom Acceptor-Donor Separations
for AU and CG Base Pairsa

AUWC CGWC

method N1‚‚‚H-N3 N6-H‚‚‚O4 N4-H‚‚‚O6 N3‚‚‚H-N1 O2‚‚‚H-N2

exptl 2.82 2.95 2.91 2.95 2.86
mPWPW 2.73 (-0.09) 2.84 (-0.11) 2.71 (-0.20) 2.83 (-0.12) 2.87 (0.01)
PM3BP 2.77 (-0.05) 2.77 (-0.18) 2.76 (-0.15) 2.78 (-0.17) 2.80 (-0.06)
AM1 3.05 (0.23) 3.11 (0.16) 3.06 (0.15) 3.05 (0.10) 3.10 (0.24)
PM3 2.81 (0.01) 2.82 (-0.13) 2.82 (-0.09) 2.80 (-0.15) 2.85 (-0.01)
MNDO 4.22 (1.40) 5.10 (2.15) 4.22 (1.31) 4.12 (1.17) 4.09 (1.23)
MNDO/H 2.55 (-0.27) 2.54 (-0.41) 2.52 (-0.39) 2.55 (-0.40) 2.60 (-0.26)

a Comparison of semiempirical (PM3BP, AM1, PM3, MNDO, and MNDO/H) and DFT mPWPW54 (mPWPW) calculated hydrogen-bond heavy-
atom acceptor-donor separations (Å) with experimental (exptl) X-ray crystal structure analysis of ApU and GpC.26,72,73 Errors relative to
experimental values are indicated in parentheses.

Figure 4. Binding energy of ATWC as a function of rigid base-
pair separation. The potential energy curve is defined as the
center of mass separation between each monomer along the
vector joining their center of mass. The monomer geometries
and relative orientation with respect to each other were held
fixed during the scan to those determined from DFT optimiza-
tion of the energy minimum (see Figure 2). The DFT binding
energies are counterpoise corrected, but since nonstationary
points are involved, zero-point energy corrections and thermal
corrections to the enthalpy were not included. The zero of
energy is defined as the energy of the two isolated monomers.
Since the monomers are constrained to those found in the
ATWC DFT optimized structure, the binding energy asymptoti-
cally reaches a positive value at large center of mass
separations. The semiempirical geometries used were the
same as used in the ab initio single-point calculations.
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presented in ref 54. As was done with the comparisons of
dimer binding enthalpies with experimental values, Boltz-
mann-weighted averages of the computed energies from the
available geometries are used to compare to available
experimental trimer enthalpy results. The different experi-
mental values reported in Table 5 result from different
choices of the dimer equilibrium constants in the analysis
of the spectral intensity ratios.61

The AM1, PM3, and MNDO semiempirical methods
considerably underestimate the binding enthalpy for all
trimers when compared to experimental values, MP2, or the
Boltzmann-averaged DFT data. The smallest error of all of
the conventional (AM1, PM3, MNDO) semiempirical meth-
ods is with AM1, although closer inspection reveals an
incorrect rank order of some of the binding enthalpies relative
to that of the DFT values. The MNDO/H method, in general,
is considerably overbound, but not in all cases, such as the
CCC4 trimer. The DFT values are underbound relative to
those of the experiment and are typically just outside the
lower bound of the experimental error. PM3BP is also
underbound relative to experiment, but more bound than the
DFT values by roughly 3 kcal/mol, which is consistent with
the behavior observed with the dimers (see Supporting
Information). As pointed out previously,54 the experimentally
determined binding enthalpy of (N1,N4)-dimethylcytosine
(CCC4) is unjustifiably overbound; a binding enthalpy of-33
kcal/mol only seems plausible if hydrogen-bonding sites are
freed by demethylation of the monomers, the lowest enthalpy
of which is the CCC2 structure. In fact, the PM3BP binding
enthalpy of the unmethylated structure exactly reproduces a
binding enthalpy of-33 kcal/mol.

For structures where experimental binding enthalpies are
unavailable (TAT and CGC+), a comparison is made to
counterpoise corrected MP2 enthalpies with zero-point
vibrational energy and thermal corrections to the energy.76

In both cases, PM3BP agrees better with the MP2 enthalpies
(-23.8 and-65.2 kcal/mol for TAT and CGC+, respec-
tively) than themPWPW54 enthalpies. Although the DFT
values are in good agreement with the MP2 enthalpies (errors
of 2.5 and 3.1 kcal/mol for TAT and CGC+, respectively),
PM3BP agrees exceptionally well (errors of 1.1 and 0.0 kcal/
mol for TAT and CGC+, respectively).

4.5. Transferability to Molecules not in the Parametri-
zation Set.Although it is the purpose of the present work
to focus on hydrogen bonding in nucleic acid bases, it is
instructive to test and compare the PM3BP method with a
more general set of hydrogen-bonded complexes. Toward
this end, a test set of molecules was considered in order to
compare the ability of the PM3BP method and other semi-
empirical methods to model intermolecular hydrogen bonding
between neutral molecules31 and some biologically relevant
ions. A summary of the error metric results for the dimer-
ization enthalpies, dipole moments, and hydrogen-bond
lengths relative to themPWPW values is provided in Table
6, the complete set of data being provided in the Supporting
Information. Overall, the PM3BP method makes a consider-
able improvement relative to the other semiempirical methods
for all of these properties. For example, the RMSE values
for the dimerization enthalpy, dipole moment, and hydrogen-
bond distances are 1.58 kcal/mol, 0.63 D, and 0.23 Å,
respectively, for PM3BP, whereas the next lowest RMSE
values from any of the other semiempirical methods are 1.91
kcal/mol (MNDO/H), 0.83 D (PM3), and 0.26 Å (PM3),
respectively. These results suggest that the strategy outlined
here of careful, specific reparametrization, using some
consistency constraints (such as fixing the C parameters and
allowing a relatively small deviation from the more general
PM3 parameter values) can assist in maintaining a significant
level of robustness and transferability for the properties
included in the parametrization procedure.

Table 5. Comparison of the Semiempirical and DFT Binding Enthalpies with Experimental Values for Nucleic Acid Base
Trimersa

molecule exptl mPWPW PM3BP AM1 PM3 MNDO MNDO/H

CCC1 -14.0 -16.8 -24.1 -8.5 -8.5 -17.4
CCC2 -28.8 -33.4 -25.5 -17.1 -8.3 -40.2
CCC4 -33 (-38) ( 4 -22.0 -28.9 -14.8 -13.5 -4.4 -29.1
UUA1 -21.0 -25.2 -8.8 -12.0 -1.4 -33.9
UUA2 -21.4 -25.1 -8.8 -11.9 -1.2 -34.1
UUA3 -17.0 -20.5 -11.5 -10.6 -1.3 -21.9
UUA4 -17.4 -20.6 -12.2 -11.9 -2.2 -25.0
UUA* -27 (-29) ( 4 -21.3 -25.2 -12.0 -11.9 -1.8 -34.0
UUU1 -8.5 -13.1 -10.0 -7.0 -2.6 -19.9
UUU2 -11.3 -14.6 -10.3 -8.4 -0.7 -18.3
UUU* -20 (-22) ( 4 -11.3 -14.5 -10.2 -8.3 -2.5 -19.8
UUT -23 (-25) ( 4 -7.1 -12.7 -9.9 -6.6 -0.5 -18.6
TAT -23.8 (MP2) -21.3 -24.9 -8.9 -11.9 -1.0 -34.1
CGC+ -65.2 (MP2) -68.3 -65.2 -39.9 -46.0 -23.2 -79.8
GGG -36.8 -33.3 -28.5 -19.6 -8.7 -40.3

a Comparison of binding enthalpies (kcal/mol) for nucleic acid base trimers (triplexes) from semiempirical (PM3BP, AM1, PM3, MNDO, and
MNDO/H) and DFT mPWPW54 (mPWPW) calculations with experimental values60,61 (exptl) or MP2/6-31G(d) calculations76 (MP2). The MP2
results76 involve geometry optimization, zero-point vibrational energy correction, and thermal contributions at the HF/6-31G(d) level followed by
BSSE correction and MP2/6-31G(d) calculation with all d polarization functions using an exponent of 0.25. The naming convention of the molecules
follows from Sherer et al.54 Of special note is the difference between CCC1, CCC2, and CCC4: CCC1 and CCC2 are unmethylated cytosine
triplex structures, whereas CCC4 is a (N1,N4)-dimethylcytosine triplex structure. An asterisk indicates that the value is a Boltzmann-weighted
average of several structures (individually listed immediately above the averaged result) at 298.15 K.
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5. Conclusion
The present paper reports an exploratory semiempirical
Hamiltonian (PM3BP) for modeling hydrogen-bonded nucleic
acid bases that significantly outperforms the AM1, PM3,
MNDO, and MNDO/H Hamiltonians and accurately repro-
duces nucleic acid base pair interaction enthalpies and
optimized geometries when compared to experimental and
mPWPW calculations. The PM3BP model was applied to
hydrogen-bonded nucleic acid base trimers not contained in
the parametrization set and found to agree much better with
prior, higher-level calculations than the other tested semi-
empirical Hamiltonians.

Overparametrization of semiempirical methods to focused
chemical problems can distort the physical nature of the
model away from general applicability, which calls their very
usefulness into question and limits their general predictive
capability. On the other hand, the very broadly parametrized
semiempirical models are not of sufficient quantitative
accuracy to be useful in biological applications without
additional ad hoc corrections. This suggests that the forms
of current semiempirical models might be reaching their
inherent limits. Consequently, further progress needs to be
made in the development of new semiempirical methods17

with treatments for those phenomena not described well with
current Hamiltonian forms, such as dispersive attraction and
proper polarization to electric fields while using a small basis
set.

Nonetheless, the present work takes a significant step
forward in testing the ability of the common semiempirical
Hamiltonian forms to accommodate and reliably reproduce
hydrogen-bonded nucleic acid base interactions. None of the

tested Hamiltonians contain a term to properly account for
the long-range dispersion effects that play an important role
in stabilizing base-stacking interactions (or condensed phase
simulations, in general), and further refinement of the
methods to include such terms is likely to lead to more
accurate and robust semiempirical models for biomolecular
interactions.
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Abstract: The calcium ion was proposed to be involved in protein structure stabilization against

thermal and proteolytic degradation, such as autolysis phenomena, in trypsin-like serine

proteases. However, molecular details related to the role played by the metal ion are still largely

unknown. Several molecular dynamics simulations of 6 ns have been used to investigate the

dynamic behavior of bovine and salmon trypsins in calcium-bound and calcium-free forms, with

the aim of evaluating the role of the calcium ion in trypsin three-dimensional structure and

autoproteolysis propensity. It turned out that the calcium-free trypsins are characterized by a

more flexible structure, revealing structure-function relationships connecting Ca2+ binding and

autoproteolysis propensity. In particular, the removal of Ca2+ not only increases the flexibility of

regions around its binding site, in the N-terminal domain, but also leads to channeling of the

fluctuations to remote sites in the C-terminal domain, possibly involving the interdomain loop.

Two primary autolysis sites are strongly influenced by calcium binding (R117 and K188) in bovine

trypsin, whereas Ca2+ plays a less crucial role in salmon trypsin.

Introduction
Trypsin, a member of the serine protease family that is highly
specific for cleavage at lysine and arginine residues, plays
an important role in many biological processes. The large
number of studies carried out on trypsins in their native form,
as well as in the presence of a variety of ligands, allowed
an understanding of fundamental issues related to substrate
binding, specificity, and fine details of the catalytic mech-
anism.1 Trypsins and several other eukaryotic serine proteases
bind a Ca2+ ion, which is known to play an important role
as a regulator of physiological functions and in the preserva-
tion of structural integrity in many proteins.2 In particular,
the calcium ion in trypsin-like serine proteases has been
proposed to be involved in the stabilization against thermal
and proteolytic degradation, such as autolysis phenomena.3,4

The elucidation of factors regulating autolysis propensity is
particularly relevant since the inability of trypsin to self-
degradate has been linked to human hereditary pancreatitis,

a genetic disorder due to inappropriate activation of trypsin
within the pancreas.5

Even though several structural details related to Ca2+

binding to trypsins are known,1 the detailed role played by
Ca2+ in structure stabilization and autolysis is not yet fully
understood. The calcium-binding loop runs from residue 69
to 80 (numeration of bovine trypsin, BT) and connects two
antiparallelâ strands in the N-terminal domain. The loop
structure is maintained by hydrogen bonds formed with other
parts of the protein. In addition, several water molecules form
bridges between the loop and other protein regions.3 The
role played by Ca2+ in trypsin structure has been investigated
using several spectroscopic techniques,6-10 leading to the
conclusion that the protein assumes a less-compact structure
when the metal ion is removed. This behavior has been
correlated to modifications in the environment of a conserved
tryptophan residue (W141),9 even though FT-IR spectroscopy
did not show detectable perturbation of the protein secondary
structure.10

The analysis of trypsin structures obtained by X-ray
diffraction (mammalian and salmon trypsins) revealed that

* Corresponding author. Phone:+39 02 64483463. E-mail:
luca.degioia@unimib.it.
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the calcium-binding loop interacts with a protein portion
usually described as the autolysis loop (residues 143-155,
BT numeration).3 This loop owes its name to its similarity
with chymotrypsins, but it is still unclear if it constitutes a
conserved primary autolysis site in trypsins. In fact, a well-
known autoproteolytic site in the BT autolysis loop (K145)
is not conserved in salmon trypsin (ST), where the closest
putative autolysis site (K154) seems to be too buried and
rigid to be a favorable autolysis site.3 Moreover, several other
autolysis sites have been characterized in mammalian
trypsins.11,12 The peptide bonds between R117-V118 and
K145-S146 are simultaneously cleaved, leading to an
enzyme form that retains activity.12 Cleavage can also takes
place at K60-S6112 and K188-D189,11 leading to enzyme
inactivation. Finally, it was also shown that the autolysis of
wild-type rat trypsin begins with cleavage at R117, and K60
is another relevant autolysis site.13,14 Notably, the peptide
segment between K60 and R117, which contains the so-
called interdomain loop that connects the two globular protein
domains, is part of the longest peptide portion in trypsin that
does not include disulfide bridges.1 It has been suggested
that this region, which includes the Ca2+-binding loop, may
function as a built-in target for autolysis: the cleavage at
any end of the peptide segment K60-R117 is followed by
cleavages at several trypsin-sensitive sites between the two
ends.13 It was also proposed that Ca2+ could stabilize an
autolysis-resistant conformation of the K60-R117 seg-
ment.13,15 Interestingly, ST and other fish trypsins3,16-18 are
characterized by autolysis rates that are less dependent on
the presence of calcium ions than those of mammalian
trypsins. However, it has been noted that this difference does
not necessarily indicate that Ca2+ has a lower stabilizing
effect in ST, since slower autolysis rates could be due to the
presence of fewer exposed autolysis sites.3 As for the other
factors that can affect autolysis propensity, Fontana et al.19

have suggested that protein portions characterized by large
flexibility (evaluated on the basis of B-factor values) are
particularly susceptible to proteolytic attack, whereas
Novotny and Bruccoleri20 concluded that solvent accessibility
is more important than flexibility in affecting proteolysis.

Molecular dynamics (MD) is a powerful tool used to
understand the structure and functional features of a protein
in atomic detail, and it can lead to significant insights into
the atomic machinery underlying protein function.21-23 In
fact, MD simulations on trypsins from organisms adapted
to different environmental conditions have been previously
reported, revealing details about the relationship between
protein dynamics and functions.24,25However, the role played
by Ca2+ on the dynamic properties of trypsins has never been
investigated.

With the aim of clarifying the role of calcium on trypsin
structure and autoproteolysis propensity, we have carried out
multiple 6 ns MD simulations of ST and BT proteins, in
their native holo (calcium-bound) and apo (calcium-free)
forms. Analogous approaches were applied successfully to
investigate the role of calcium inR-lactalbumin and c-type
lysozyme,26 parvalbumin,27 and calmodulin.28,29

Sequence and structure characteristics of ST and BT
relevant to the proper analysis of results from the MD

simulations are presented in the first part of the manuscript,
whereas the results and analysis of MD simulations are
discussed in the second section.

Methods
To collect known structures and sequences of mammalian
and fish trypsins, the Protein Data Bank (PDB)30 and the
nonredundant sequence database were searched with
Blast31 using the amino acid sequences of BT and ST as
probes. Multiple sequence alignments were generated with
ClustalW32 using default parameters.

MD simulations were performed using the GROMACS
simulation software package,33 implemented on a parallel
architecture. The X-ray structures of native bovine (BT) and
atlantic salmon (ST) trypsins (PDB entries 3PTB34 and
2TBS,35 respectively) were used as starting points for the
computational investigation.

Initial structures for the apo forms have been obtained
according to the following procedure: the Ca2+ ion has been
removed from the PDB file, the apo-protein structure was
optimized by molecular mechanics (1000 steepest descent
cycles followed by 10 000 conjugate gradient steps), and the
resulting structure was submitted for MD simulations.

MD simulations of the holo and apo forms have been
carried out according to the following protocol. Protein
structures, including crystallographic water molecules, were
soaked in a dodecahedral box of 4523 (BT simulations) or
5244 (ST simulations) SPC water molecules.36 The minimum
distance between the solute (protein) and the box edges was
set to 0.5 nm. The ionization state of charged residues was
set to be consistent with neutral pH: Lys and Arg residues
were positively charged, whereas Asp and Glu were nega-
tively charged. The protonation state of the histidine residues
was predicted using GROMACS tools and confirmed by
visual inspection of the molecular environment of each
histidine. To neutralize the overall charge of the system, a
number of water molecules equal to the norm of the protein
charge, and located within 4 Å of theprotein surface, were
replaced by Cl- (BT) or Na+ (ST) ions.

Initially, solvent molecules were relaxed by molecular
mechanics (steepest descent method, 1000 steps). The
optimization step was followed by 20 ps MD at 300 K (time
step 1 fs) while restraining protein atomic positions using a
harmonic potential. MD simulations were performed in the
NPT ensemble at 283 and 310 K, applying periodic boundary
conditions and using an external thermal bath37 with a
coupling constantτ of 0.1 ps for the protein and 0.002 ps
for nonprotein groups. Pressure was kept constant (1 atm)
by modifying the box dimensions. The time constant for the
pressure coupling was set to 1 ps.37 The LINCS algorithm38

was used to constrain the lengths of bonds involving
hydrogen atoms. Electrostatic interactions were calculated
using the particle-mesh Ewald summation scheme,39 with a
cutoff of 0.12 nm for the separation of the direct and
reciprocal space sum cutoffs. van der Waals and Coulomb
interactions were truncated at 1.0 nm. The nonbonded pair
list was updated every 10 steps, and conformations were
stored every 2 ps. The time step was set to 2 fs. The coupling
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constant of the external bath was set to 0.001 ps for both
protein and nonprotein elements.

To improve the conformational sampling, two or three
simulations, obtained initializing the dynamic run with
different Maxwellian distributions of initial velocities, were
carried out for each protein system. The rmsd (root-mean-
square deviation), which is a crucial parameter in the
evaluation of the stability of MD trajectories, was evaluated
for main-chain atoms using as a reference the starting
structure of the MD simulations.

MD trajectories characterized by different initial velocities
have been merged to compute rmsd matrices, in which the
rmsd values computed comparing all pairs of frames are
organized in a two-dimensional map, which allows an
evaluation of the resampling of similar substructures. The
rmsd matrices representing merged trajectories have been
processed using the Jarvis-Patrick method,40 to extract
information on possible clusters of conformations. The
average structures of the clusters, defined as the protein
structure with the smallest average distance to the other
conformation belonging to the same cluster, have also been
calculated.33

The secondary structure content has been calculated using
the DSSP program.41 The solvent accessibility degree has
been evaluated with the NACCESS program42 on structures
collected from the trajectories every 20 ps. The root-mean-
square fluctuation (rmsf) has been calculated on main-chain
atoms at a residue base, using as a reference the average
structure from the trajectories.

The visual analysis of protein structures was carried out
using INSIGHT II tools (Biosym Technologies/Molecular
Simulations, San Diego, CA) and visual molecular dynam-
ics.43

In the following, the numbering of residues is referred to
BT if not otherwise specified. The N- (16-135) and
C-terminal (136-245) domains of trypsin are labeled as N
and C, respectively. Theâ strands are numbered fromâ-1
to â-13, while theR helices are numbered fromR-1 to R-4.
BT and ST sequences are composed of 223 and 222 total
amino acids, respectively.

Results and Discussion
Analysis of Trypsin Structures and Sequences.Structures
of mammalian and fish trypsins collected in the PDB (59
entries; March 30, 2005) were initially analyzed to character-
ize the environment of the calcium ion. In addition, the BT
sequence was aligned with trypsins from different organisms
(Figure 1) to evaluate the conservation of calcium-binding
residues. It turned out that the side-chain oxygen atoms of
E70, E80, and E77, which are strictly conserved in all
trypsins; the backbone oxygen atoms of N72 and V75 (less
strictly conserved); and a water molecule define the Ca2+

coordination environment in the analyzed trypsins. The
molecular environment of the calcium-binding loop (69-
80) comprises the loop at the N-terminal end (16-28), the
loop between Nâ-1 and Nâ-2 (37-39), part of the interdo-
main loop between Nâ-6 and Câ-1 (110-133), and the
autolysis loop (144-154) between Câ-1 and Câ-2 (Figure
2a). The conformation of the calcium-binding loop in BT

and ST is extremely similar, as is the overall fold of the
proteins. The main difference in the backbone conformation
is localized in correspondence to the autolysis loop (143-
155), which assumes significantly different conformations
in the two proteins. In fact, the loop conformation observed
in ST has been proposed to be stabilized by the ion pairs
D150-K154, E21-H71, and K74-D153, which are typical
of fish trypsins (Figure 1).3

Six disulfide bonds are present in ST and BT (Figure 1,
Figure 2b): C22-C157 (connecting the N-terminal end to
the Câ-2 strand), C42-C58 (connecting Nâ-2 to the loop
Nâ-3/Nâ-4), C128-C232 (connecting loop Nâ-6/Câ-1 to
Câ-2), C136-C201 (connecting Câ-1 to Câ-4), C168-C182
(connecting Câ-2 to Câ-3), and C191-C220 (connecting the
loop Câ-3/Câ-4 to the loop Câ-5/Câ-6). All disulfide bridges
are conserved in mammalian and fish trypsins, with the
exception of human trypsin II. Notably, only two disulfide
bridges are localized in the N-terminal domain, and one of
them connects the N- to the C-terminal domain.

Trypsins are proteolytic enzymes specific for arginine and
lysine residues. In BT, there are 16 putative autoproteolytic
sites (K60, R66, K87, K107, K109, R117, K145, K156,
K159, K169, K188, K204, K222, K224, K230, and K239),
while in ST, the putative autolytic sites are 12 (K23, K60,
R62, R66, K74, R87, R90, K107, K110, K154, K188, and
K230). Only a few sites, conserved in most of the sequences,
are common to the two proteins (K60, R66, K/R87, K107,
K188, and K230) (Figure 1). As mentioned in the Introduc-
tion, K60, K145, K188, and R117 were characterized as
primary autolysis sites in trypsins.15,16It is relevant to observe
that R117 is typical of mammalian trypsins, whereas K145
is present only in three trypsins (from bovine, porcine, and
Antarctic fish; Figure 1). Most of the lysine and arginine
residues are located in loop regions or in proximity of the
ends ofâ strands orR helices, with the exception of K/R87
(in Nâ-5), BT K159 (in Câ-2), BT K169 (inR-1), and BT
K239 (in R-2). Interestingly, two of these residues, K/R87
and K159, are surrounded by other trypsin-sensitive sites,
which are localized in loop regions and might be more
susceptible to proteolysis.

The solvent accessibility degree of the putative autopro-
teolytic sites, as well as their structural features, were also
analyzed. The side chains of putative autolysis sites are
generally well-exposed to the solvent (solvent accessibility
degree larger than 30%), with the exception of R66, BT K107
and K156. The solvent accessibility degrees for the autolysis
sites that have been characterized experimentally are 38.9%
for BT K60, 39.9% for ST K60, 40.6% for BT R117, 60.7%
for BT K145, 57.7% for BT K188, and 54.1% for ST K188.
Notably, the solvent accessibility degree for K154, which
has been proposed to functionally correspond to the BT K145
autolysis site,3 is as large as 42.2%, in apparent disagreement
with the hypothesis that the low propensity to autoproteolysis
of this site could be due to solvent inaccessibility.3 In fact,
ST K154 is involved in a salt-bridge cluster with E21, H71,
and D150, and therefore, its side chain could not be available
to properly interact with the specificity pocket of trypsins.
In a similar way, K74, which is located in the calcium-
binding loop, can form an ion pair with D153.3
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Molecular Dynamics. ST and BT were chosen as
representative structures for fish and mammalian trypsins,
respectively, since they have been thoroughly characterized
experimentally.1,3,16Multiple 6 ns MD simulations of calcium-
bound (holoBT) and calcium-free (apoBT) bovine trypsins,
as well as calcium-bound (holoST) and calcium-free (apoST)
atlantic salmon trypsins, were carried out at both 283 and
310 K, as outlined in the Methods. The choice of two
different temperatures was motivated by the observation that
BT and ST belong to mesophilic and psycrophilic organisms,
respectively. However, results related to the effects of Ca2+

on the structure and dynamic properties discussed in the
present contribution are essentially independent from the
chosen temperature values (not shown). Therefore, only
results for MD runs obtained at 310 K will be presented and
discussed.

Several criteria have been used to evaluate convergence
of the MD runs. Indeed, it is well-known that multiple
trajectories help to identify recurring features and to avoid
artifacts arising from the simulation procedure.44 Therefore,
to efficiently sample the conformational space, two or three
independent MD simulations were carried out starting from
the same atomic coordinates but using different initial
velocities randomly taken from a Maxwellian distribution
compatible with the simulation temperature. In the following,
MD trajectories collected for the same system but character-
ized by different initial velocities are labeled as simX (as a

subscript), where X runs from 1 to the number of MD
simulations carried out for a particular system.

The rmsd value calculated for the main-chain atoms of
ST and BT (Figure 3) reached a stable value after about 1.5
ns in all simulations, with the exception of apoBTsim2 and
holoSTsim1, which reach convergence after 2.7 ns. As a
consequence, the analyses of MD trajectories have been
carried out using only the last 4.5 or 3.3 ns.

The interatomic distance between the atoms of the
coordinating residues (70, 72, 75, 77, and 80) and Ca2+, as
well as the protein gyration radius and total and potential
energies of the system, are characterized by negligible
fluctuations throughout the simulations, indicating stable
trajectories (data not shown).

The removal of Ca2+ did not significantly affect the
secondary structure content in BT and ST, possibly because
of the presence of six disulfide bridges that stabilize the
N-terminal (C42-C58) and C-terminal domains (C128-
C232, C136-C201, C168-C182, and C191-C220) and
cross-link the N- and the C-terminal domains (C22-C157).
However, it was generally possible to observe a slight
reduction of the average number of residues characterized
by regular secondary structure in trajectories of the apo forms
(Table 1). Since the N-terminal domain presents a fewer
number of disulfide bridges, the secondary structure content
was also evaluated separately for the two domains. The
behavior of C- and N-terminal domains is similar, the only

Figure 1. Multiple sequence alignment of mammalian and fish trypsins. Sequences of mammalian and fish trypsins are indicated
with their SwissProt code. The identical (*) and similar residues (: or .) are highlighted. The calcium-binding loop, the conserved
cysteine residues, and the putative autolytic sites are highlighted in gray and boldfaced.
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appreciable difference being that the N-terminal domain in
the apo forms is generally characterized by a lower number
of residues inâ-strand conformations (not shown).

The evaluation of conformational sampling in MD trajec-
tories is crucial to avoid a misleading interpretation of MD
simulations.44,45 A simple but efficient index of sampling is
the extension of resampling in the phase space. The system
revisiting similar structures is a good indication of the
convergence of the simulation on structures that represent
the conformational properties of the system. Therefore,

multiple trajectories, obtained by different Maxwellian
distributions of initial velocities, have been merged and
analyzed. In particular, the data from rmsd matrices, obtained
as outlined in the Methods, were used to carry out a cluster
analysis and obtain further insight in the configurations
visited by the system. Only one cluster has been identified
in the MD trajectories for the holo forms, indicating that
simulations initialized with different Maxwellian distributions
converge to similar conformational basins. On the other hand,
all the MD trajectories for the apo forms presented two
different clusters, indicating a greater conformational freedom
of calcium-free structures. However, when the secondary
structure content of the average structures obtained from the
cluster analysis (see Method) was analyzed, the only ap-
preciable difference observed comparing the apo and holo
forms was a greater disorder for the Nâ-2 and Nâ-5 strands
in the apo forms, in agreement with the above observations
about the secondary structure content of the N-terminal
domain. The average 3D structures obtained from the
conformational clustering were analyzed also to evaluate the
structural features of some key regions of the protein: the

Figure 2. 3D structure of BT trypsin. (a) The calcium ion and
the loop regions which surround the calcium-binding loop are
shown in gray and light gray, respectively. (b) The calcium
ion, the six conserved disulfide bridges, and the putative
autolysis sites are shown as gray spheres, light gray sticks,
and light gray sticks and dots, respectively. The secondary
structure elements are shown as ribbons.

Figure 3. rmsd of main-chain atoms as a function of time.
(a) rmsd as a function of time of BT at 310 K for the holo
(black line) and apo forms (gray line). (b) rmsd as a function
of time of ST at 310 K for the holo (black line) and apo forms
(gray line). For the sake of clarity, only values relative to the
simulation sim1 are shown.
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catalytic triad (H57, D102, and S195), the specificity pocket
(D189, G216, and V226), and the hydrophobic pair I73-
W141. The structural properties of the catalytic triad and of
the specificity pocket are always very similar in the apo and
holo forms. The same holds true for the hydrophobic pair
I73-W141, which, according to experimental data,9,10might
be implicated in the transmission of the structural modifica-
tions observed upon calcium removal. In fact, the interatomic
distances between the C atoms of I73 and W141 are nearly
constant during all MD simulations. This indicates that no
relevant changes in the interaction between W141 and I73
take place upon calcium removal.

The rmsd per residue from the average structure (rmsf)
was calculated to better evaluate the role of Ca2+ on protein
flexibility (Figure 4).47 The overall profiles of the rmsf
deviations are quite similar for the apo and holo forms, as
well as for ST and BT: the rmsf peaks are located in
corresponding positions, whereas the intensity of the fluctua-
tions is generally larger in the apo-form simulations. Regions
characterized by a regular secondary structure show small
fluctuations during the simulations, whereas pronounced
fluctuations are observed for some loop regions.

To better highlight regions characterized by different
flexibility in the apo and holo forms, the rmsf profile for
each holo simulation was subtracted from the corresponding
profile obtained for the apo form (rmsf-diff; Figure 4); values
of rmsf-diff lower than zero indicate regions where the
fluctuations are larger for the apo form. All proteins present
a larger number of residues with rmsf-diff values lower than
zero, confirming the previous observations indicating a larger
flexibility for the apo forms. In particular, BT and ST show
127 and 135 residues (out of 223 and 222 total residues),
respectively, with an rmsf-diff value lower than zero. BT
and ST trajectories are characterized by similar rmsf-diff
profiles, and most importantly, the lack of Ca2+ has effects
not only on the N-terminal domain, where the calcium-
binding site is localized, but also on the C-terminal domain.

Protein portions characterized by rmsf-diff values lower
than-0.05 nm (greater flexibility in the apo form) or higher
than 0.05 nm (greater flexibility in the holo form) have been
highlighted on the average three-dimensional structures of
BT (Figure 5). In the N-terminal domain, the regions
characterized by enhanced fluctuations in the apo forms are
the calcium-binding loop between Nâ-4 and Nâ-5 (in
particular, the region 72-80), the loop at the N end (in

particular the region 23-28), and part of the interdomain
loop, between Nâ-6 and Câ-1 (in particular, the regions 93-
103 and 110-119) (Figure 5). Notably, all the latter regions
surround the calcium-binding loop. Fluctuation intensity
changes significantly in three regions of the C-terminal
domain upon Ca2+ removal (Figure 5): residue 141 in ST
and the pair of interacting loops between Câ-3 and Câ-4 (in
particular, the region 184-191) and between Câ-5 and Câ-6

Table 1. Average Number of Residues in a Given Secondary Structure of BT and ST at 310 K in the Holo and Apo Forms,
According to the DSSP Software41 a

BT ST

holosim1 aposim1 holosim2 aposim2 holosim1 aposim1 holosim2 aposim2

structure 121.9 (5.7) 120.8 (5.2) 118.2 (5.3) 117.2 (5.3) 125.8 (5.5) 118.1 (5.2) 118.0 (5.9) 114.2 (7.0)
coil 58.6 (3.3) 58.8 (3.5) 60.9 (3.4) 60.0 (3.4) 55.6 (3.1) 61.3 (3.3) 61.0 (3.6) 63.1 (4.1)
â sheet 71.4 (3.3) 70.5 (3.4) 69.4 (3.7) 69.6 (3.6) 70.0 (3.2) 70.8 (3.4) 68.2 (3.3) 65.3 (4.1)
â bridge 6.6 (2.3) 5.0 (1.8) 5.0 (1.9) 7.2 (2.3) 6.4 (1.9) 4.8 (1.9) 6.2 (1.7) 6.2 (2.2)
bend 38.9 (4.1) 38.5 (3.8) 41.8 (3.8) 38.3 (4.1) 38.7 (4.4) 40.3 (4.2) 38.1 (4.4) 40.9 (4.8)
turn 26.1 (3.7) 26.2 (4.0) 25.4 (3.7) 26.5 (3.6) 30.1 (4.2) 23.0 (4.0) 27.1 (4.7) 24.9 (4.6)
helix 17.8 (2.0) 18.0 (2.1) 16.4 (1.5) 16.9 (1.5) 19.2 (1.7) 20.4 (1.2) 16.3 (1.3) 17.7(1.9)
310 helix 3.6 (3.7) 3.9 (4.1) 5.2 (2.2) 4.5 (2.4) 1.9 (4.2) 2.4 (4.0) 4.8 (2.6) 3.8 (2.9)

a For the sake of clarity, only values relative to the simulations sim1 and sim2 are shown. Standard deviations are given in parentheses.

Figure 4. rmsf and rmsf-diff as a function of residue numbers.
(a) rmsf values of each residue of the holo (black line) and
apo forms (gray line) of BT at 310 K. (b) rmsf values of each
residue of the holo (black line) and apo forms (gray line) of
ST at 310 K. The rmsf-diff is indicated by a thick black line.
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(in particular, the region 222-227). The two latter loops are
located in proximity of the substrate specificity pocket.
Therefore, the removal of Ca2+ not only increases the
flexibility of regions around its binding site in the N-terminal
domain but also leads to channeling of the fluctuations to
remote sites in the C-terminal domain. In particular, the
analysis of the rmsf data in light of the three-dimensional
structure of BT and ST suggests that the channeling could
involve the interdomain loop, which is a long disordered
region that connects the two protein domains.

The loop between Nâ-1 and Nâ-2, where the primary
autolysis site K60 is located, is the only region surrounding
the calcium-binding loop whose flexibility is not influenced
by calcium removal, as a result of the presence of a disulfide
bridge (C42-C58) that locally constrains the structure. The
behavior of the autolysis loop, where BT K145 and ST K154
are located, can be explained by similar considerations. In
fact, three disulfide bridges are located around this region:
C22-C157, C136-C201, and C168-C192. Among the
primary sites of autolysis in BT, R117, which is located in
the interdomain loop, and K188 are the only residues
characterized by significantly larger flexibility in the apo
form. Notably, in ST, R117 is not conserved and the
flexibility of K188 does not increase significantly upon Ca2+

removal. The latter observation is in good agreement with
the experimental data indicating weak dependence of the
autolysis rate on Ca2+ binding in ST.16-18 The reliability of
the rmsf analysis has been validated, splitting the MD
trajectories (after equilibration) and computing the rmsf
values for R117 and K188 separately for every trajectory
portion (Table 2).

As for other putative autoproteolysis sites, only ST K23,
ST K74 (in the calcium-binding loop), BT K222, and BT
K224 are localized in regions characterized by relevant rmsf
differences between the apo and holo forms.

Since the susceptibility to autoproteolysis has been pro-
posed to be related to both flexibility19 and solvent acces-
sibility of the autolysis sites,20 the solvent-accessible area
of putative autolysis sites has been monitored during MD
simulations. The analysis of trajectories of the holo forms
reveals that some putative autolysis sites located in loop
regions (ST R62, ST K74, BT K109, ST K110, BT K204,
BT K222, BT K224) present large solvent accessibility values
when compared to primary autolysis sites (Table 3). In
addition, the primary autolysis site BT R117, which is
characterized by relatively high flexibility (Figure 4), presents
low values of solvent accessibility.

The comparison of solvent accessibility values for primary
autolysis sites in holo and apo simulations (Table 3) reveals
that the removal of Ca2+ causes only small effects on some
putative autolysis sites (K23, R62, R66, K110, and K154),
whereas all other sites are essentially not affected by Ca2+

removal. In particular, solvent accessibility for BT K145 and
ST K154 are not significantly different in the apo and holo

Figure 5. Regions characterized by greater fluctuation in the
apo-trypsin structure. The calcium ion and the regions
characterized by rmsf values greater in apo BT than those in
holo BT are indicated in gray and light gray, respectively. The
secondary structure elements are shown as ribbons. The
catalytic triad (S195, H57, and D102) and the specificity
pocket amino acids (G216, G206, and D189) are shown as
sticks and dots.

Table 2. rmsf Values for R117 and K188a

R117 K188

holo BTmerged sim 0.101 0.064
holo BTsim1 0.083 0.053
holo BTsim1 (first half) 0.057 0.048
holo BTsim1 (second half) 0.090 0.053
holo BTsim2 0.117 0.069
holo BTsim2 (first half) 0.126 0.070
holo BTsim2 (second half) 0.055 0.063
holo BTsim3 0.075 0.059
holo BTsim3 (first half) 0.094 0.061
holo BTsim3 (second half) 0.069 0.055
apo BTmerged sim 0.130 0.115
apo BTsim1 0.154 0.107
apo BTsim1 (first half) 0.148 0.080
apo BTsim1 (second half) 0.123 0.090
apo BTsim2 0.107 0.112
apo BTsim2 (first half) 0.096 0.090
apo BTsim2 (second half) 0.144 0.089
holo STmerged sim 0.099
holo STsim1 0.088
holo STsim1(first half) 0.102
holo STsim1 (second half) 0.071
holo STsim2 0.065
holo STsim2 (first half) 0.064
holo STsim2 (second half) 0.071
apo STmerged sim 0.095
apo STsim1 0.051
apo STsim1 (first half) 0.050
apo STsim1 (second half) 0.051
apo STsim2 0.093
apo STsim2 (first half) 0.089
apo STsim2 (second half) 0.096

a The rmsf values for the merged trajectories are highlighted in
bold. To evaluate the reliability of the rmsf analysis, single trajectrories
have also been split and rmsf values have been computed for every
trajectory portion. Values in nm. R177 values for ST are not reported
because this amino acid is not conserved in fish trypsins.
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forms. This may be due to the presence of two stable ion
pairs (K154-D151 and H71-E21, in ST) in their proximity.
On the other hand, relevant differences in solvent acces-
sibility are evident for BT R117 and K188 when comparing
apo and holo trajectories.

Experimental data6-10 indicate that trypsin assumes a more
compact structure upon calcium coordination. In particular,
the environment of W141 is affected by metal binding.
Analyses of MD trajectories indicate that the solvent acces-
sibility degree for W141 and amino acids forming the three

trypsin core regions48 (47, 238, 242; 63, 85, 88; 138, 160,
183) remains nearly unchanged upon calcium removal (Table
4). The only significant difference is observed for residue
242 (Ile in BT and Met in ST), which is more solvent-
exposed and, consequently, less involved in hydrophobic
interactions in the apo forms.

Conclusions

The present investigation has probed some effects of Ca2+

binding to trypsins, correlating conformational and dynamic
properties to relevant functional features of the protein.

Several putative autoproteolytic sites (lysine and arginine
residues) are present in ST and BT, and some of the sites
are characterized by suitable features for proteolytic cleavage
in terms of location in the loop regions, lack of ion pairs or
disulfide bridges in their proximity, and solvent accessibility.
Most of the potential trypsin-sensitive sites are located in
the K60-R117 stretch, which does not include disulfide
bridges and which was previously proposed as a built-in
target for autolysis.13

The removal of Ca2+ affects the structural and dynamic
properties of specific regions of trypsin. The effects caused
by calcium removal on the three-dimensional structure are
more pronounced in the N-terminal, where a decrease in the
number of residues inâ-strand conformations is observed,
than in the C-terminal domain. In fact, the N-terminal domain
presents a low number of disulfide bridges. Ca2+ removal
increases the flexibility of regions around its binding site
but also leads to channeling of the fluctuations to sites located
in the C-terminal domain. This observation is in agreement
with other general mechanisms by which the signal induced
by metal binding is transmitted to remote regions in the 3D
structure.26-29 In particular, the long disordered interdomain
loop, which connects the two globular trypsin domains, is
proposed to be involved in the transmission of signals
correlated to Ca2+ binding.

It was previously observed that the autoproteolysis rate at
R117 in rat trypsin is strongly decreased upon Ca2+ binding,
leading to the suggestion that metal binding can stabilize an
autolysis-resistant conformation of the protein.13 The present
results reveal that R117 (in the interdomain loop) and K188
(in the C-terminal domain) are the only primary autolysis
sites which are strongly influenced by Ca2+ binding in BT,
disclosing the molecular relationship connecting Ca2+ binding
to autoproteolysis propensity in mammalian trypsins. This
conclusion is in nice agreement with a site-directed muta-
genesis experiment, which indicated that R117 replacement
in rat trypsin leads to proteins almost completely resistant
to autolysis.13,15 Remarkably, R117 is not conserved in fish
trypsins and the flexibility of K188 is not significantly
affected by Ca2+ removal, in agreement with the observed
weak dependence of autolysis propensity on Ca2+ binding
in fish trypsins.16-18
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Table 3. Average Solvent Accessibility Degree (%) of
Lysine and Arginine Side Chains for Putative Autolysis
Sites in Holo and Apo BT and ST, According to the
NACCESS Program42 a

BT ST

holo apo holo apo

K23 - - - - - - 89.2 (10.0) 74.0 (17.7)
K60 54.9 (8.5) 52.3 (8.1) 51.9 (6.9) 46.0 (7.6)
R62 - - - - - - 71.1 (10.5) 65.4 (7.6)
R66 21.9 (9.1) 17.9 (5.1) 27.2 (7.9) 19.0 (7.3)
K74 - - - - - - 72.9 (5.8) 73.8 (6.1)
K87 64.2 (9.7) 63.0 (9.3) 63.0 (12.7) 61.3 (7.9)
R90 - - - - - - 38.1 (7.7) 39.0 (6.1)
K107 26.5 (7.0) 27.5 (7.9) 31.8 (6.9) 26.7 (4.6)
K109 66.4 (6.2) 69.6 (6.5) - - - - - -
K110 - - - - - - 81.0 (8.6) 72.3 (10.8)
R117 20.3 (14.6) 14.7 (6.0) - - - - - -
K145 63.4 (6.1) 63.2 (5.8) - - - - - -
K154 - - - - - - 43.9 (6.1) 38.8 (7.2)
K156 26.6 (3.8) 25.8 (3.8) - - - - - -
K159 51.6 (5.8) 54.2 (5.7) - - - - - -
K169 48.8 (8.3) 52.0 (11.3) - - - - - -
K188 40.5 (8.7) 51.5 (10.3) 45.0 (7.7) 52.2 (9.5)
K204 56.0 (7.7) 55.4 (8.1) - - - - - -
K222 82.2 (7.8) 81.6 (8.2) - - - - - -
K224 40.1 (7.5) 37.1 (7.6) - - - - - -
K230 9.6 (3.0) 15.8 (7.5) 16.1 (6.0) 16.8 (4.9)
K239 72.0 (8.2) 70.8 (8.3) - - - - - -

a Standard deviations are given in parentheses. The primary
autolysis sites are highlighted in bold, and - - - indicates that, in the
corresponding position, lysine or arginine residues are missing.

Table 4. Average Solvent Accessibility Degree of Side
Chains of W141 and Hydrophobic Core Residues (%) of
BT and ST at 310 K in the Holo and Apo Forms, According
to the NACCESS Programa

BT ST

holo apo holo apo

W141 2.2 (1.3) 1.7 (1.3) 1.0 (0.9) 1.4 (1.0)
47 3.0 (2.6) 2.2 (2.2) 2.5 (3.0) 2.1 (2.1)
238 2.3 (2.7) 1.0 (1.8) 0.6 (1.0) 0.2 (0.4)
242 25.7 (6.3) 28.0 (5.8) 9.5 (4.4) 14.2 (3.8)
63 4.9 (3.9) 4.3 (3.5) 1.9 (1.7) 0.04 (0.2)
85 0.7 (1.8) 0.3 (1.3) 0.5 (1.1) 0.7 (2.0)
88 4.2 (6.7) 2.4 (4.4) 2.0 (2.7) 2.7 (4.1)
138 0.2 (0.5) 0.1 (0.2) 0.5 (0.7) 0.4 (0.9)
160 0.1 (0.5) 0.5 (1.3) 1.2 (1.4) 0.2 (0.3)
183 0.2 (0.4) 0.1 (0.3) 0.1 (0.3) 0.03 (0.2)

a Standard deviations are given in parentheses.
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Abstract: We report a study on the first newly synthesized homonuclear lead ring system, the

cyclotriplumbane Pb3R6. Its geometrical features can be best reproduced using perturbation

theory (MP2) together with the Stuttgart-Dresden basis set and ECP for lead. The experimentally

observed tilting of the groups R in the cyclotriplumbanes is attributed to the bonding situation:

the lead-lead contacts, formed from weak interactions of plumbylene lone pairs with empty p

orbitals of neighboring lead atoms, try to maximize overlap. Surprisingly and in contrast to the

inert pair effect, hybridization of the former plumbylene lone pair orbitals in the cyclotriplumbane

Pb3R6 is observed, depending on the substituent. Hybrid orbitals with a 6s orbital contribution

of only about 40% are found. Hydrogen atoms and methyl groups promote this effect, while for

phenyl substitution the expected 6s lone pair orbital is identified as the bond-forming orbital.

Introduction
The chemistry of the stable heavy elements of the periodic
system is not only influenced by group tendencies but also
by increasingly important relativistic effects.2 One of the
main consequences is the energetic lowering of 6s electrons
(in case of lead) whose availability for chemical bonding is
therefore limited.3

While homonuclear double bonds between silicon, ger-
manium, and tin atoms are well-known in the literature for
some time,4 it has been possible only a few years ago to
isolate the first representative of diplumbenes, compounds
with a short PbdPb double bonds.5 However, these bonds
with distances of 2.90-3.05 Å are longer than those of a
typical Pb-Pb single bond, for instance in hexaphenyl-
diplumbane with 2.844 Å.6 In agreement with theoretical
calculations on the parent compound H2PbdPbH2,

7-9 the
experimental bond lengths and the pronounced trans-bending
of the substituents from the Pb-Pb vector indicate that the
double bond in diplumbenes is formed by dual donor-
acceptor interactions of the occupied 6s2 orbitals with the
empty 6p orbitals of the neighboring lead atom.

Recently, we were able to obtain cyclotriplumbane1 as

the first homocyclic compound formed from lead atoms.10

Lead-lead distances of averaged 3.18 Å together with a
substituent twisting of 37° out of their ideal positions indicate
that bonding in the three-membered ring is dominated by
donor-acceptor interactions and not by overlapping sp-
hybridized orbitals. However, the structural parameters of1
are only in limited accordance with an early theoretical study
on the parent system Pb3H6.11 Despite the sterically unde-
manding hydrogen atoms, a longer Pb-Pb distance of 3.231
Å and trans-bent angles of 51° were determined. The
employment of the outdated Hartree-Fock level of theory,
a relatively small basis set for the geometry optimizations,
and the restriction to hydrogen as substituent does not allow
reliable conclusions.

* Corresponding author fax: +49-441-798-3329; e-mail:
rainer.koch@uni-oldenburg.de.

1298 J. Chem. Theory Comput.2005,1, 1298-1303

10.1021/ct050144+ CCC: $30.25 © 2005 American Chemical Society
Published on Web 10/12/2005



We think it is timely to obtain more information on the
interplay of relativistic effects and substituent influence and
have therefore embarked on such a study on cyclotriplum-
bane with different substituents and report herein the results.

Computational Details
In the present study all calculations at the Hartree-Fock
(HF),12 density functional theory (DFT, employing the hybrid
functional B3LYP),13,14many-body perturbation theory meth-
ods (second-order Møller-Plesset (MP2),15,16 and coupled-
cluster theory including single, double, and triple excitations
(CCSD(T))17-19 were performed with Gaussian 98,20 together
with Pople’s 6-31G(d)21-23 basis set for C and H and the
Stuttgart/Dresden (SDD) basis set and effective core poten-
tials (ECP)24,25 for Pb (denoted as “I”). For comparison,
calculations with the LANL2DZ26 basis set and pseudopo-
tential for Pb (“II”) and a triple-ú (“TZ”) base (cc-pVTZ-
PP for lead27 and 6-311G(2d,2p)28,29 for other atoms) were
also performed. Both the SDD and the LANL2DZ basis sets
employed for lead are of double-ú quality, but the former
basis set is generally considered superior over the latter
because polarization functions are included. The CCSD(T)
calculations used the relatively small basis set I and the
triple-ú (“TZ”) base. The nature of all optimized structures
was confirmed as minima or transition state by calculating
harmonic frequencies. Population analyses were performed
with NBO30,31 as implemented in Gaussian 98 and atoms-
in-molecules investigations32,33 with AIM200034 employing
the MP2 wave function.

Results and Discussion
In a first step, Pb3R6 with RdH, Me, and phenyl were
optimized at various levels of theory (see below and Table
1 for details). At the Hartree-Fock level of theory, Pb-Pb
bond lengths are largely overestimated independent of the
employed basis set/ECP for lead, compared to either the
experimental data or coupled-cluster calculations which serve
as reference data for the smaller groups where no experi-
mental data are available. Hartree-Fock is not a sufficient
level of theory to describe the geometry of cyclotriplum-
banes! The general trend is an elongation of the Pb-Pb bond
distances when increasing the steric demand of the substit-
uents. DFT calculations with B3LYP differ only slightly from
the MP2 results for R) H, but larger substituents result in
a Pb-Pb bond length overestimation: for instance, in
hexaphenylcyclotriplumbane, the distances are calculated to
be 0.1 Å longer compared to the MP2 data. The latter
calculations give the shortest Pb-Pb distances for R) Ph
(3.216 Å) and the best agreement with the experimental result
which surprisingly shows even shorter contacts despite
bulkier groups (3.185 Å). The comparison between SDD and
LANL2DZ shows that both basis sets give similar results.
In combination with perturbation theory, SDD gives slightly
shorter distances, while the other two approaches yield
shorter contacts with LANL2DZ. However, SDD is generally
considered to be superior due to the inclusion of polarization
functions and is therefore to be preferred.

Although both theory and basis set should be systemati-
cally better than the other levels of theory, the “TZ” basis

set in combination with perturbation and coupled cluster
theory yields bond lengths that are significantly shorter (about
3.0 Å) than all other calculated and experimental data. One
should therefore use these results with care as weak lead-
lead interactions are rare and may be overestimated in this
basis set. Also, these “TZ” calculations are very sensitive to
the proper choice of the ECP. For instance use of the SDD
ECP gives distances of 3.26 Å, much too long.

The twisting of the substituents is estimated to be about
50° for R ) H and Ph, while it is slightly smaller with the
sterically more demanding methyl group (∼ 44°). There is
a discrepancy to the experimental value of 37° which is
observed with the much larger 2,4,6-Et3C6H2 substituent.
B3LYP optimization (MP2 is not feasible) of Pb3(2,4,6-
Me3C6H2)6 results in a reduction of the trans-bent angles to
35°, now in excellent agreement with the experiment,
indicating that a phenyl group is by no means an adequate
geometry model for the bulky triethylphenyl substituent!1,35

To summarize, the MP2/I calculations give the best agree-
ment with the experimental structure with B3LYP, and in
particular HF methods show significant deficiencies in the
prediction of Pb-Pb distances.

The reported structures with long lead-lead distances and
our population analyses clearly indicate that these “bonds”
are not classical single bonds but rather weak interactions
between three plumbylene units. To obtain information on
how weak these contacts really are, bond dissociation
energies are determined. However, one has to keep in mind
that these values include the release of ring strain of the three-

Table 1. Selected Geometrical Properties of Pb3R6 and 1
with Different Theoretical Methods Respectively from
Experimental Resultsa

structure method
Pb-Pb bond

length
trans-bent

angle

Pb3H6 HF/I 3.270 Å 49.9°
HF/II 3.269 Å 50.8°
B3LYP/I 3.165 Å 50.9°
B3LYP/II 3.142 Å 51.7°
MP2/I 3.132 Å 50.3°
MP2/II 3.140 Å 51.6°
MP2/TZ 2.972 Å 51.1°
CCSD(T)/I 3.161 Å 51.4°
CCSD(T)/TZ 3.026 Å 51.1°

Pb3(CH3)6 HF/I 3.336 Å 44.5°
HF/II 3.352 Å 45.1°
B3LYP/I 3.215 Å 43.5°
B3LYP/II 3.182 Å 42.6°
MP2/I 3.161 Å 43.8°
MP2/II 3.192 Å 44.2°
MP2/TZ 2.986 Å 44.8°

Pb3Ph6 HF/I 3.579 Å 49.2°
B3LYP/I 3.310 Å 47.1°
MP2/I 3.216 Å 50.2°

Pb3(2,4,6-Me3C6H2)6 B3LYP/I 3.364 Å 35.0°
B3LYP/I 3.185 Å

(constrained)
31.2°

1 exptl 3.185 Å 37°
a Basis set for C and H is 6-31G(d), basis set and ECP for Pb is

I: SDD and II: LANL2DZ.
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membered rings as well and therefore do not directly
correspond to the energy of three single bonds.

One can clearly see from Table 2 that independent of the
employed level of theory, the bond dissociation energy for
cyclotriplumbanes is almost constant at 45 kJ/mol per bond/
interaction. The exceptions are the DFT-optimized hexaphe-
nylcyclotriplumbane with too long and hence too weak Pb-
Pb contacts and the CCSD(T)/TZ-derived values with too
short and hence too strong Pb-Pb bonds. The comparison
with the lighter homologues confirms the weak nature of
the lead-lead interactions: a C-C bond is almost nine times
stronger and even cyclotristannane possesses three times
stronger bonds (Table 3).

To explain why the substituents are twisted out of their
“ideal” positions one has to look on the orientation of the
orbitals forming the Pb-Pb contacts in cyclotriplumbane.
Plumbylenes usually exist in a singlet state with the lone
pair formed predominantly from the 6s orbital. This is
confirmed by NBO calculations of different MP2-optimized
PbR2 structures (contribution of more than 85%, independent
of R). As expected for a singlet carbene analogue, the lone
pair and the unoccupied p orbital are about orthogonal to
each other (92° in PbH2 and Pb(CH3)2 and 95° in the phenyl-
substituted plumbylene). To maximize overlap between
doubly occupied 6s2 and empty 6p plumbylene orbitals in
cyclotriplumbane, the PbR2 units have to arrange in a tilted
manner as shown in Figure 1. This kind of bonding bears a
similarity to the double bonds formed by heavier homologues

of group 14 elements where also the same interactions and
trans-bent angles exist. The smaller trans-bent angles in1
and in Pb3(2,4,6-Me3C6H2)6 result from the interplay between
maximum overlap and the increased steric demand of the
substituents.

The predominance of singlet carbene analogues can be
contributed to the relativistic contraction of the 6s electrons.2,3

It is known that with the increasing atomic number the
difference in the radial extensions of the s and p orbitals of
group 14 elements also increases (Figure 2).36 The splitting
of np orbitals due to spin-orbit coupling is not taken into
account in the figure because although the resulting Pb p1/2

and the p3/2 orbitals differ in size, they are still significantly
larger than the 6s orbital.2 The described radii difference
renders hybridization of s and p orbitals highly unfavorable
with the higher homologues (“inert pair effect”). Another
study suggests a dependency of size of the orbital radii and
hence the hybridization on the metal partial charge.37

From the literature it is known that the trans-bent angle
in double bond systems can be correlated with the singlet-
triplet splitting of the corresponding carbene analogues.38 A
large gap corresponds to a large displacement angle. We
calculated the singlet-triplet gaps of the according plum-
bylenes and found that the gap rises from 132 kJ/mol for
PbH2 to 171 kJ/mol for PbPh2. The trans-bent angles however
do not follow this trend but decrease from hydrogen to
methyl and rise again to phenyl. Therefore, the energy gap
cannot be correlated with the trans-bent angle in case of the
cyclic structures.

Atoms-in molecule population analysis performed on
cyclotriplumbanes confirm the nature of interactions between
the lead atoms. Relevant bond- and ring-critical points could
be located, thereby describing the weak donor-acceptor
interactions as bonding. Contour plots of the electron density
and the Laplacian of the electronic charge density (charge
concentrations,∇2F(r) < 0) reveal areas of increased electron
density where the donor orbitals are located but do not show
significant differences for the employed substituents; Figure
3 illustrates the situation in Pb3H6.

As mentioned above, our NBO analyses of the cyclo-
triplumbanes show that the lead-lead bonds are formed by
weak interactions between an occupied orbital and an empty

Table 2. Bond Dissociation Energies (kJ/mol) for the
Reaction Pb3R6 f 3 PbR2 at Different Levels of Theory

structure B3LYP/I MP2/I CCSD(T)/I CCSD(T)/TZ

Pb3H6 129.7 133.8 121.6 185.4
Pb3Me6 114.1 132.8
Pb3Ph6 73.1 150.7

Table 3. Bond Dissociation Energies (kJ/mol) for the
Reaction E3H6 f 3 EH2 at the Perturbation Theory Level

structure MP2/I

C3H6
a 1151b

Si3H6 582b

Ge3H6 555b

Sn3H6 449
Pb3H6 134

a CH2 calculated as triplet. b The 6-31G(d) basis set was used for
the central atom.

Figure 1. Schematic interactions of the lead-lead bonds in
cyclotriplumbanes (reproduced from ref 11).

Figure 2. The calculated sizes of the valence ns and np
orbitals of group 14 elements.36
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p orbital of a neighboring Pb atom with the occupied orbital
being the former lone pair of the plumbylene unit. Interest-
ingly, there are differences in the composition of these
occupied orbitals in the trimeric structure which depend on
the substituent R. The s orbital contribution in the plumby-
lenes is above 85%, it is more or less the same for
hexaphenylcyclotriplumbane (81%), resulting in doubly
occupied, almost pure s orbitals. However, the smaller
hydrogen atoms and the methyl group lead to a reduction of
the s/p ratio in the cyclotriplumbanes, hence hybridization
of the “inert” 6s and 6p orbitals takes place: the formerly
pure s lone pair possesses now only around 40% s character,
and the Pb-Pb bond-forming occupied orbitals are now
formally between sp and sp2 hybrid orbitals (Table 4). Figure
4 illustrates the different occupied orbitals. This is somewhat
surprising considering the textbook knowledge of the inert
pair effect where no hybridization should take place.

Analysis of the frontier orbitals (Table 4) does not give
further indication why the phenyl-substituted cyclotriplum-
bane hybridizes and the other two do not. The relevant

plumbylene orbitals have very similar shapes, and the only
notable feature is the lowering of the HOMO/LUMO gap in
Pb3Ph6.

Conclusions
It is of utmost importance to employ a reasonably high level
of theory together with a reliable basis set/ECP combination

Figure 3. Contour plots of the electron density F (left) and the Laplacian of the electronic charge density ∇2F(r) (right) of
cyclotriplumbane.

Figure 4. Influence of substitution on hybridization of bond-forming orbital: a lead sp hybrid orbital in Pb3H6 (left) and an almost
pure s orbital in Pb3Ph6 (right). The spherical form of the latter indicates the absence of a p contribution.

Table 4. NLMO Analysis of Hybridization and Frontier
Orbital Energies (in a.u.) in Cyclotriplumbanes and
Plumbylenes

species
Pb-R s/p

ratio
“lone pair”
s/p ratioa HOMO/LUMO H/L gap

PbH2 8/92 85/15 -0.318/0.002 0.320
Pb3H6 29/71 43/57 -0.308/0.005 0.313
Pb(CH3)2 6/94 88/12 -0.288/0.022 0.310
Pb3(CH3)6 31/69 38/62 -0.269/0.035 0.304
PbPh2 7/93 87/13 -0.302/0.013 0.315
Pb3Ph6 9/91 81/19 -0.279/0.008 0.287

a s/p contributions in % of the former lone pair, forming the Pb-
Pb bond in the trimer.
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in order to reproduce both geometry and bonding situation
of plumbylenes and the trimeric cyclotriplumbane Pb3R6.
Substitution has a pronounced influence on the geometry,
so that MP2 calculations are necessary to get the required
good agreement with the experimental structure. Also, phenyl
groups are not adequate for the reproduction of the trans-
bent angles in1. The bulkier trimethylphenyl substituents
give the correct tilting of the groups R in the cyclotriplum-
banes which is attributed to the bonding situation: the lead-
lead contacts are formed from weak interactions of plum-
bylene lone pairs with empty p orbitals of neighboring lead
atoms, and in order to maximize overlap, the plumbylene
units have to twist from their “ideal” positions. The trans-
bending cannot be correlated with the singlet-triplet splitting
as in double bond systems.

Another striking observation is the hybridization of the
former lone pair orbitals in the cyclotriplumbane Pb3R6.
Depending on the substituent, hybrid orbitals with a 6s orbital
contribution of only about 40% are found. Hydrogen atoms
and methyl groups promote this effect, in contrast to the inert
pair effect, while for phenyl substitution the expected 6s lone
pair orbital is identified as the bond-forming orbital.
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Abstract: Combining protein structure prediction algorithms and Metropolis Monte Carlo

techniques, we provide a novel method to explore all-atom energy landscapes. The core of the

technique is based on a steered localized perturbation followed by side-chain sampling as well

as minimization cycles. The algorithm and its application to ligand diffusion are presented here.

Ligand exit pathways are successfully modeled for different systems containing ligands of various

sizes: carbon monoxide in myoglobin, camphor in cytochrome P450cam, and palmitic acid in

the intestinal fatty-acid-binding protein. These initial applications reveal the potential of this new

technique in mapping millisecond-time-scale processes. The computational cost associated with

the exploration is significantly less than that of conventional MD simulations.

1. Introduction
Obtaining a molecular-level understanding of protein bio-
chemical and biophysical processes is a complex task
requiring the characterization of long-time conformational
rearrangements. Molecular dynamics methods, in which the
evolution of the system is projected as a series of snapshots
resulting from the integration of classical equations of
motion, have been largely used with great success to model
conformational rearrangement in biomacromolecules.1-6

These simulations, however, are sensitive to the size of the
system and to the total time of propagation, requiring
significant computational resources to reach times on the
order of hundreds of nanoseconds. Different approximations
have recently been introduced to modify conventional
molecular dynamic methods in order to capture large-scale
conformational rearrangements: simplified electrostatics
models,7 multiple replica dynamics,8-10 stochastic path
approaches,11 Monte Carlo/molecular dynamics combina-
tions,12 targeted constraint dynamics,13 modified potential
landscape,14 and so forth. These methods offer a valuable
approach to model long-time dynamics, although often
limited to the constraint of providing initial and final states
and to the employment (for some methods) of large biasing
potentials. The modeling of long-time dynamics still remains

a challenge.15,16 Of particular interest is the elucidation of
protein pathways, describing a biophysical or biochemical
event, for which only the initial state is known. For this
purpose, various approaches often referred to as energy
landscape exploration techniques have been recently devel-
oped.16 While using different sampling methods, the overall
idea is to project a set of local minima describing the protein
conformational changes. Among others, sampling methods
include eigenvector following17 and backbone dihedral
pivoting.18,19Various simpler mechanical approaches, includ-
ing normal-mode analysis,20 essential dynamics analysis,21

and the Gaussian network model,22 are widely used to
characterize long-range conformational changes and collec-
tive protein dynamics. These mechanical methods offer
valuable information on conformational changes, requiring
only the initial state, but at the cost of a loss in detailed
atomic resolution. The combination of these approaches with
atomic detailed landscape exploration methods, like the one
proposed here, could certainly constitute a new generation
of landscape exploration and dynamical tools.

Parallel to the development of the above techniques, there
has been a significant effort toward the development of
theoretical methods for protein structure prediction based on
the use of rotamer libraries.23-26 Recent work by Hellinga
et al. has proven the possibilities of theoretical guided protein
engineering when using protein structure prediction algo-* Corresponding author. E-mail: guallarv@biochem.wustl.edu.
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rithms.27,28Jacobson et al. have recently developed PLOP, a
program for protein modeling using all-atom energy functions
and specialized sampling algorithms for side-chain and loop
prediction.29,30The program uses an implicit surface-general-
ized Born (SGB) continuum solvent model31 and the recently
updated version of the OPLS-AA force field parametrization
(OPLS2001). The latter was demonstrated32 to provide
significant improvements in side-chain prediction as the fit
to quantum chemical data in experimentally relevant regions
of phase space was improved. The sampling algorithms
include the use of highly detailed rotamer state libraries for
side-chain conformational searching, hierarchical screening
methods based on steric overlap, and approximate electro-
statics to rapidly eliminate obviously incorrect conformations.
With these technological advances, rigorous sampling of side
chains can be done at a rate of one side chain per second on
a regular desktop (throughout the paper, CPU estimates refer
to a 2.8 GHz Pentium IV PC).

Using these specialized protein structure sampling algo-
rithms, we have developed a novel approach to explore the
protein landscape dynamics. The program has been named
PELE: Protein Energy Landscape Exploration. The method
uses a localized steered perturbation coupled to side-chain
prediction and minimization algorithms. The procedure
includes the possibility to perform single-point mixed
quantum mechanics/molecular mechanics (QM/MM) calcu-
lations33 to update the charges of complex ligands or to obtain
quick estimates of a biochemical reaction.

We have initially applied this method to the study of ligand
diffusion on several enzymes. In all the cases studied,
myoglobin, cytochrome P450, and the intestinal fatty-acid-
binding protein, we have obtained entry/exit pathways for
one representative ligand for each system: CO, camphor,
and palmitate, respectively. All diffusive pathways are
consistent with experimental data. The computational cost
varies with the system, from 1 day for myoglobin to 4 days
on a single CPU for P450 and the fatty-acid-binding systems.
In this first paper, we present the methodology and results
on camphor migration on P450cam. To demonstrate the
potential of the method, a summary of the results on
myoglobin and the intestinal fatty-acid-binding protein are
also given; more extensive results on these two systems will
be presented elsewhere.

Because of the abundant experimental information, cam-
phor migration on P450cam is a well-defined test case. A
recent study trapped two different synthetic molecular wires,
indicating the importance of the motion of the F and G helix
in the substrate entry pathway34 (Figure 1). Furthermore,
simulations using random steered molecular dynamics have
also been performed on this system.35 This method, however,
required a large force pushing away the ligand from the heme
center, resulting in multiple paths for ligand exit. Our results
are consistent with the synthetic molecular wires’ crystal-
lographic results and reveal a detailed atomic description of
the protein response along the entire migration pathway.

2. Methods
We have developed PELE, a new approach to map the energy
landscape for long-time conformational rearrangement in

proteins. This procedure incorporates Monte Carlo moves,
rotamer library side-chain optimizations, truncated Newton
minimizations, and Metropolis acceptance tests. The method
is used to generate and propagate changes in a system by
generating a series of structurally similar local minima that
are then combined into a trajectory.

Sampling Procedure.Local Perturbation. The procedure
employed (Figure 2) begins with the generation of a local
perturbation of the ligand. Many ligands can be treated as
rigid bodies so only three rotational and three translational
degrees of freedom are required. Flexible ligands, such as
palmitate, cannot be adequately described as a single rigid
unit. Thus, the perturbation of these flexible ligands includes
additional degrees of freedom from the dihedral angles of
rotatable bonds, while the bond distances and bending angles
are kept fixed. At this stage, the user has to provide a list of
rotatable bonds for the ligand as well as OPLS-AA style
parameters (at least atom types). Next, a series of filters are
applied to determine if there is any steric contact between
the ligand and the backbone of the protein and, in the case
of flexible ligands, between the ligand and itself. If any such

Figure 1. Local superposition of the crystal structures for
P450cam with camphor (PDB: 1PCH; dark blue), the short
D-4d wire ligand (PDB: 1RF9; red), and the longer 8D-d wire
ligand. (PDB: 1RE9; light blue). A clear opening of the F/G
helixes and the loop connecting them is observed for the wire
ligands.

Figure 2. Sampling procedure used in PELE.
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contacts are found, the perturbation is rejected. A pair of
nonbonded atoms were determined to create a steric clash if
the distance between them was less than 70% of the sum of
the van der Waals radii of the two atoms. A set of 400
perturbations are generated, and the one with the best scoring
is selected. The scoring function used is an OPLS-AA force
field in which only the ligand and the backbone of the protein
were considered. The solvation effects were neglected as
were the nonbonded interactions with residues more than
15 Å from the ligand in its position at the start of the step.

Side-Chain Sampling. The algorithm proceeds by optimally
arranging all side chains local to the atoms perturbed in the
first step with a rotamer library side-chain optimization at a
rotamer resolution of 10°. The side-chain algorithm32 uses
steric filtering and a clustering method to reduce the number
of rotamers to be minimized (side-chain minimization only).
The typical time required for the side-chain sampling of
20-30 residues, corresponding to a sampling distance of 8
Å from a medium-size ligand, is in the 20-40 s range. Future
versions will speed up the side-chain sampling procedure
by adapting the side-chain rotamer resolution along the
landscape exploration; side chains experiencing less confor-
mational changes will decrease their rotamer resolution.

Minimization. The last step in every move involves the
minimization of a region including, at least, all residues local
to the atoms involved in steps 1 and 2. The truncated Newton
minimization algorithm uses a multiscale protocol, 1-2
orders of magnitude more efficient than conventional ap-
proaches.29 The minimization is intended to generate a
backbone response to the initial local perturbation and to
possible side-chain rearrangement in the first steps. The
overall approach is designed on the basis of the assumption
that side chains will act as protein sensors, responding to
ligand motion, protein-protein interactions, biochemical
activity, and so forth. The backbone will then follow the
side-chain response.

The X and Y distances for the local side chain and
minimizations (see Figure 2) are measured in Å and are
chosen by the user. They determine the local areas for side
chains and minimization. All residues with an atom within
theX (or Y) distances from any ligand atom are included in
the list of local residues.

These three steps compose amoVe which is accepted
(defining a new minimum) or rejected on the basis of a
Metropolis criterion for a given temperature

that is, by a decrease of the potential surface,∆V < 0, or by
satisfying the second criterion whereKB is the Boltzmann
constant,T the temperature chosen for the simulation, and
R is a random number with a [0, 1] range. The conforma-
tional changes are propagated to the nonlocal environment
by means of the diffusion of the local perturbed region and
by introducing a long-range step similar to the local step
but involving a longer sampling radius. In the results
presented here, the local step was confined to residues within
8 Å of the perturbation. The long-range step was conducted

every 10 moves and extended out to 25 Å from the ligand.
The overall time for each move depends on the chosen side
chain and minimization region, and on ligand size. For the
default values, 8 Å for side chains and 10 Å for minimization,
a complete iteration required 2-3 min of CPU time for the
tested ligands.

To perform efficient sampling of rare events, the direction
of the perturbation is kept constant for a set number of steps
making up a steering cycle. The translation is described by
whererb is the translational vector,λ is a variable describing

the translational range, andR is, again, a random number.
Thus, translations are always forced within the [λ, 2λ]
interval, withλ typical values between 0.05 and 0.2 Å (user-
defined variable).rb is previously aligned with the normalized
steering vector using a Gaussian function with a tightness
criterion, which ensures that the perturbation will be within
10-30° of the steered direction. A steered cycle of 20
indicates that after a period of 20 moves the steered direction
might be randomly updated. The update takes place if the
direction was an unsuccessful direction search (with a user-
defined number of accepted steps or overall displacement).
The Metropolis acceptance/rejection criterion for each move
ensures that maintaining a perturbation direction does not
result in a large energy increase. The result of this procedure
is a series of local minima which are structurally highly
correlated. However, large structural changes can be attained
from one end of the trajectory to the other. In this way, the
atomic-scale details of possible mechanisms can be explored.

The algorithm can be used to attain different goals by
adjusting the steered and acceptance parameters. An equili-
bration procedure with a very short steered cycle and low
Metropolis temperature can be used to produce local energy
minimization and exploration. Such an equilibration proce-
dure is necessary prior to any landscape exploration. A setup
with a longer steered cycle and higher temperature can be
used to explore possible pathways. Initially, the explora-
tion runs are carried out at high Metropolis temperatures
(1000 °K, for example), defining one or various ligand
reaction coordinates. As emphasized by Mousseau et al., the
Metropolis temperature does not correspond to a real thermal
bath, the effective temperature being significantly lower.36

The ligand reaction coordinates are reduced to an increase
or decrease of a distance between the ligand center of mass
and a target(s) (a set ofx, y, and z coordinates). Various
parallel trajectories at a lower Metropolis temperature are
then started at the initial point. The information from the
different nodes is shared using the MPI communications
protocol. Whenever any trajectory is significantly farther
along the reaction coordinate than any of the other trajec-
tories, the trailing trajectory is abandoned and restarted from
the position of the leading trajectory. We should emphasize
that the higher-temperature exploration runs only determine
the ligand target, a criterion by which the different nodes
spawn their geometries. They do not introduce any further
bias in the protein dynamics. Thus, trajectories produced at
any given temperature are entirely produced from the starting
structure at the given temperature, with no memory of any

∆V < 0

exp(-∆V/KBT) < R (1)

rb ) (λ + Rλ) rb (2)
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previous production at higher temperatures. Obviously, lower
temperatures require longer production runs (or more proces-
sors). Using this parallel procedure, we have been able to
run ligand escape simulations at room temperature for each
of the systems studied.

Following recent studies37,38 where we combined protein
structure prediction algorithms with QM/MM techniques, the
landscape exploration algorithm has been coupled with Qsite,
a QM/MM program.39 These techniques contain the elements
necessary to properly describe the potential energy surfaces
relevant to biochemical processes.33 We have used single-
point QM/MM calculations to obtain the initial atomic
charges for the ligand and to account for the charge
polarization of the ligand along its migration in the protein
frame (using electrostatic potential charges). Single-point
calculations are performed only after a large ligand rear-
rangement (every∼50 steps or longer), requiring on the order
of 3-15 min of CPU time (3-4 min for camphor,∼15 for
the fatty acid). To soften discontinuities in the potential
surface, any new set of charges are scaled along six
consecutive accepted sampling steps. We should emphasize
that the overall charge is conserved. As seen in Figure 2,
the charge update is always performed after the Metropolis
test. Furthermore, an additional minimization follows any
charge update; the initial and final energies for any Me-
tropolis evaluation correspond to minimized structures with
the same charge set. The QM region for all systems was
reduced to the ligand. For the P450 and myoglobin systems,
an additional initial QM calculation, including the heme
group and the proximal residue in the QM region, provided
the set of charges (fixed along the simulation) for the heme
group. QM calculations are carried out using the B3LYP
functional in combination with the 6-31G* basis set.

All classical calculations are done with an OPLS-AA
description of the ligand and protein atoms and with an
implicit SGB solvent model. As stated above, the atomic
charges for the ligand (and the heme group in P450 and
myoglobin) are obtained from QM/MM single-point calcula-
tions. The continuum solvation model has been extensively
parametrized by Levy and co-workers to provide accurate
predictions for a wide range of small molecule solvation free
energies.40 This parametrization includes the use of a new
nonpolar term, which more accurately reproduces nonpolar
solvation free energies for molecules of different shapes (e.g.,
cyclic and branched alkanes) as well as providing first-shell
corrections to the generalized Born electrostatics. Finally,
Friesner et al. have reparametrized key terms in order to

improve conformational side-chain prediction as compared
to experimental data.31 A particular focus has been the ability
to predict the formation of surface salt bridges, which are
sensitive to the continuum solvation parameters for ionizable
side chains. The unmodified SGB model overpredicts the
formation of surface salt bridges by a substantial margin;
reparametrization of the effective screened pair interaction
term for these structures leads to much more accurate results.
These improved Born models have been shown to give
accurate forces and relative energies when compared with
Poisson-Boltzmann and explicit solvent models.10,41,42 In
particular, reparametrized Born models perform well with
sampling methods such as the one described in this work;
the use of SGB with molecular dynamics requires a careful
selection of a friction degree of freedom.43-45

PELE has been merged with PLOP and will be available
free of charge for academic purposes from the UCSF site
(http://francisco.compbio.ucsf.edu/∼jacobson/plop_manual/
plop_license.htm). To run the QM/MM options, it will
require the installation of Qsite.39

3. Results and Discussion
Results focus mainly on camphor migration in cytochrome
P450cam. The existence of crystallographic direct evidence
of the ligand entry/escape channel makes P450cam an ideal
test system. A summary of our results on CO and palmitate
fatty acid diffusion on myoglobin and intestinal fatty-acid-
binding protein, respectively, are also shown. These results
indicate the possibilities of our methodology in treating small
(CO) as well as complex (palmitate) ligands. More extensive
results on these two systems will be presented elsewhere.

3.1. Ligand Migration on P450cam.The first step before
launching an exploration run is to obtain an equilibrated local
minimum. Such a structure is obtained by adjusting the local
perturbation so that it always performs a random update of
the direction search. Additionally, the steered cycle is reduced
to <5. Thus, there is no successful search direction, reducing
the landscape exploration to a local refinement of a given
initial conformation. Panel A in Figure 3 introduces the
energy profile for the camphor equilibration run. Similar
energy profiles are obtained for each of the other systems.
As seen in Figure 3, a stable plateau is obtained after 50
iterations. These equilibration runs required about 10 CPU-
hours on a single processor.

After the equilibration run, we performed a quick land-
scape exploration by using high Metropolis temperatures.

Figure 3. (A) Representative energy profile of an equilibration run. A stable minimum is found after about 50 steps and is
maintained for another 300 steps without significant change. (B) Initial exploration run for P450cam run at 2000 K.

Protein Energy Landscape Exploration J. Chem. Theory Comput., Vol. 1, No. 6, 20051307



At this stage, we usually keep the steered cycle at∼20 and
adapt the localized perturbation amplitude and the temper-
ature until an acceptance rate of>50% is reached. The initial
exploration is intended to find different possible pathways.
From the analysis of the different pathways, we select the
optimal reaction coordinate to run a multiprocessor produc-
tion run at lower Metropolis temperatures. This initial
exploration is performed on a single processor and has an
associated computational cost of 10-20 CPU-hours. For the
P450cam system, we have performed 10 different exploration
paths with Metropolis temperatures ranging from 500 to 2000
K. All paths, even at 2000°K, resulted in camphor leaving
the active site in a path closely following the wire ligands
shown in Figure 1. No alternate pathway was observed, and
no other protein cavities, distant from the exit pathway, were
visited. In the random steered molecular dynamics studies,35

multiple pathways were obtained. One of them closely
corresponds to the pathway observed by us (in agreement
with the crystallographic wire). However, the large force
introduced, necessary to observe the camphor migration,
apparently affects the potential landscape and results in
alternate pathways. In other cases, myoglobin, for example,
this procedure does predict ligand diffusion to a diverse set
of experimentally observed inner cavities (details follow).

Panel B in Figure 3 displays an overlay of a few exit
snapshots along one of the 10 different trajectories and the
energy associated with the ligand motion. As a result of the
large temperature acceptance associated with the exploration
run, the energy profile is significantly large. Once the
pathway(s) of interest have been identified, reaction coor-
dinates can be developed that track the progress along these
pathways. For the case of camphor, only a single pathway
was observed, and hence, a simple reaction coordinate was
implemented, which tracks the distance between the camphor
center of mass and the iron of the heme. Using the parallel
version of the code, trajectories were conducted using 6-10
processors at Metropolis temperatures of 750, 500, 400, and
250 K. The difference between the energy profiles of the
last two temperatures were reduced only to 1-2 kcal/mol.
As described in the Methods section, each of these trajec-
tories is independent. By running multiple temperature
trajectories, one can follow the convergence of the potential
energy surface, as seen in Figure 4. Additionally, a future
objective is to build the density of states by means of an
energy histogram46-48 along different bids of the reaction
coordinate by means of multiple temperature trajectories.
Each of these refinement runs required 2-4 days of CPU
time (for each processor).

An update of the atomic ligand charges by means of single-
point QM/MM calculations did not introduce any signifi-
cant change in the ligand escape pathway and its potential
surface. The atomic charge standard deviations were in the
0.02-0.06 range, with no abrupt change in atomic charges.
Interestingly, the oxygen atom on camphor is the heavy atom
with less charge fluctuation (with a 0.026 standard deviation).
One would expect these fluctuations to be even less important
when employing a polarizable force field for the protein
atoms. Future studies need to address the importance of
ligand polarization on a larger diversity of ligand and ligation

pathways. A QM/MM description of the ligand atomic
charges, for example, has recently been shown to consider-
ably improve docking simulations.49

As seen in Figure 5, the exit pathway passes through the
F-G loop, displacing both the F and G helix by a small
amount, and is gated by the movements of several phenyl-
alanine residues (F87, F98, and F193). Panel E in Figure 5
indicates a superposition of several camphor snapshots with
the crystallographic wire along the exit pathway. The same
panel also indicates the overall motion of the F and G helixes.
Panels A-D highlight the molecular details of the phenyl-
alanine motion along the camphor migration. The highest
energy minimum, located at a camphor-heme distance of
about 13 Å, is shown in panel B. At the present time, the
landscape exploration algorithm only samples local minima.
A work in progress is applying double-ended methods50-52

for the characterization of the energy barriers. The ultimate
goal is to obtain a network and a transition-state matrix
characterizing the dynamics of the system in a fashion similar
to recent studies on protein folding.10,53-55 The highest energy
minimum, shown in panel B of Figure 5, corresponds to the
point in the trajectory where the camphor must pass between
the two phenylalanine residues (F87 and F98). This large
amplitude motion of the phenylalanine residues is also
observed in the molecular dynamic studies by Wade et al.35

Furthermore, the important role of these residues agrees with
recent observations of the Batista’s group at Yale University
(personal communication). Their studies have observed a
large coupling of these phenylalanine vibrations with the
abstraction of a hydrogen atom from the camphor substrate
by the putative active species, the oxy-ferryl heme species
also known as compound I. Thus, the ligand diffusion (and
possibly the enzymatic activity) seems to be mainly gated
by the movements of these phenylalanine residues.

3.2. Ligand Migration on Other Systems: Myoglobin
and Intestinal Fatty-Acid-Binding Protein. Myoglobin.The
study of CO diffusion on globular proteins was the simplest
and fastest application, requiring only temperatures of
300-400 K on a single processor, for producing successful
migration pathways. In 20 exploration trajectories in the

Figure 4. Energy profile associated with camphor exiting
P450cam at three different temperatures of coordinated runs.
Each successively lower temperature reduced the barriers
associated with camphor leaving. At 400 K, energy barriers
of ∼35 kcal/mol were found (250 K gives essentially the same
energy profile as 400 K).
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myoglobin system, 90% of the escape pathways involved
pathways in the heme distal site. In most of the trajectories,
the ligand visited different inner cavities (known as xenon
cavities) before exiting the protein. The trace of the CO
ligand is shown with a sphere representation for the C and
O atoms in Figure 6. Such cavities have been clearly
characterized previously.56-60 The ligand exit, however,
involved mainly the cavity connecting the distal site with
the CD loop. Half of those pathways involve the opening of
the distal histidine, a mechanism largely discussed in the
literature.61 The other half of the migration pathways involved
the path shown in Figure 6 with an orange arrow. This
migration pathway was observed in early calculations, using
a time-dependent Hartree approximation, by Elber and
Karplus.59 This cavity contains three of the six phenylalanine
residues present in myoglobin (shown with a white stick
representation in Figure 6). This result is consistent with
mutational studies by Scott et al. where mutation of these
phenylalanine residues (and residues next to them) largely
affected the entry and escape kinetics; mutation of all residues
in the vicinity of the other cavities (Xe1, Xe4, etc.) did not
show any significant effect on the ligand kinetics (see, for
example, Figure 5 in Scott et al.62). Our results indicate that
the CO stacking on top of the phenylalanine side chain
participates actively in the migration pathway. Protein
fluctuations in the CD loop region are essential for the escape
of the ligand. The importance of the CD region on the globin
heme-binding family has been corroborated by Fernandez-
Alberti et al.63 Using Gaussian network model analysis, the

authors showed the existence of conserved low modes
involving the CD helixes and the loop connecting them.

Figure 5. Exit pathway of camphor from P450cam as identified by PELE at room temperature (300 K). Panels A-D show four
points along the exit pathway. The three phenylalanine residues experiencing large conformational changes, F87, F98, and
F193 are shown in yellow. Panel B represents the structure at the largest energy barrier. Panel E displays an overall view of the
pathway and is shown in green. The path identified by molecular wire studies is shown in red. Helices F and G as well as the
F-G loop are shown in pink.

Figure 6. Carbon monoxide migration in myoglobin. The
protein is shown in a cartoon representation with helices E
and F and the loop CD being labeled. CO migration is shown
in a sphere representation (red for oxygen and cyan for
carbon), with some xenon cavities labeled in red. Phe 33, 43,
and 46 are shown in white. The heme group and the proximal
histidine, H93, are shown in dark blue. The exit pathway is
underlined with a pink arrow.
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Intestinal Fatty-Acid-Binding Protein.Palmitate diffusion
in the intestinal fatty-acid-binding protein has been associated
with the overall motion of the helixRII and turns between
âC-âD and âE-âF.64,65 Covalent pH-dependent cross-
linking of these two secondary structure elements trapped
palmitate. Figure 7 (right panel) indicates the main protein
conformational changes associated with this process and a
series of snapshots where several conformations of the fatty
acid ligand are captured along the deligation pathway. The
(long-range) protein conformational changes obtained in our
simulation involve mainly helixRII and turnsâC-âD and
âE-âF, in great agreement with the experimental observa-
tions.64,65 Our results not only confirm those experimental
results but represent the first theoretical simulation where
the escape of the palmitate ligand is observed. In particular,
several polar residues in the interior of the protein appear to
be crucial. These residues, shown in the left panel in Figure
7, induce a 180° turn on the fatty acid from its bound crystal
structure, inducing an orientation where the carboxylic head
of the ligand faces the solution. In particular, Arg126 appears
to be a crucial residue in the proper alignment of the ligand
toward the active site and in its initial rotation in the escape
pathway. Mutational studies on Arg126 confirm the impor-
tance of this residue in the binding event.66 The complex
deligation pathway observed in our simulations is consistent
with the experimental observation suggesting that lipid
association is more complex than that described within a
single equilibrium event.65 Obtaining an exit pathway for
this system involved 4 days of a single CPU time. This result
evidences the possibilities of the method in sampling the
energy landscape of a large ligand with several rotatable
bonds.

4. Conclusions
We have introduced a novel landscape exploration technique
based on Metropolis sampling and protein structure predic-
tion algorithms. Ligand escape pathways in myoglobin, P450,
and fatty-acid-binding protein have been presented and are
consistent with experimental and theoretical data. Those pro-
cesses, expanding from the microsecond to the millisecond

time scale, require large protein conformational changes,
which were captured by our methodology. Our approach,
therefore, signifies an innovative methodology, capable of
describing slow deligation events at a detailed atomic level.
The landscape exploration output could be used as an input
for several free-energy methodologies (umbrella sampling,
etc). Present studies are focusing on obtaining such a descrip-
tion using only small modifications of the algorithms
described herein. An accurate free-energy study, however,
will necessarily involve a more rigorous solvation model. A
mixed explicit/SGB solvation scheme has shown promising
results.67 Additionally, the algorithm proposed here cannot
account for a detailed solvent-protein (or solvent-ligand)
interaction, which might be essential in some particular pro-
tein and ligand dynamics. Further research in mixed solvation
models is necessary to address this point. Current studies
are also investigating the possibilities of landscape explora-
tion into a wider scope of applications, including the protein
response to a biochemical process as well as protein folding.
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